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ATSC DIGITAL TELEVISION STANDARD

FOREWORD

This Standard’ was prepared by the Advanced Television Systems Committee (ATSC)
Technology Group on Digtribution (T3). The document was approved by the members of T3 on
February 23, 1995 for submisson by letter balot to the membership of the full ATSC as an
ATSC Standard. The document was approved by the Members of the ATSC on April 12,
1995. Changes to Annex A, to include standard definition video formats, were approved by the
members of T3 on August 4, 1995 and by the Members of the ATSC on September 15, 1995.

This Standard consists of a cover document which provides background information
and an overview of the digital television system defined by the Standard. The system consists of
various subsystems that are described in the annexes.

1. SCOPE & DOCUMENTATION STRUCTURE

1.1 Scope

The Digitd Televison Standard describes the system characterigtics of the U. S
advanced tdevison (ATV) system. The document and its normative annexes provide detailed
specification of the parameters of the systemn including the video encoder input scanning formats
and the pre-processing and compression parameters of the video encoder, the audio encoder
input sgnad format and the pre-processing and compression parameters of the audio encoder,
the service multiplex and transport layer characteristics and normative specifications, and the
VSB RF/Transmisson subsystem.

1.2 Documentation structure

The documentation of the Digitd Tdevison Standard congds of this document which
provides a generd system overview, aligt of reference documents, and sections relating to the
system as a whole. The system is modular in concept and the specifications for each of the
modules are provided in the appropriate annex.

NOTE: The user’s attention is called to the possibility that compliance with this standard may require use of
an invention covered by patent rights. By publication of this standard, no position is taken with respect to
the validity of this claim, or of any patent rights in connection therewith. The patent holder has, however,
filed a statement of willingness to grant a license under these rights on reasonable and nondiscriminatory
terms and conditions to applicants desiring to obtain such a license. Details may be obtained from the
publisher.
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2. REFERENCES

Normative references may be found in each normative Annex. The Digital Televison
Standard is based on the ISO/IEC MPEG-2 Video Standard, the Digitd Audio Compression
(AC-3) Standard, and the ISO/IEC MPEG-2 Systems Standard. Those references are listed
here for the convenience of the reader. In addition, a guide to the use of the Digitd Tdevison
Standard islisted.

ATSC Standard A/52 (1995), Digital Audio Compression (AC-3).

ATSC Document A/54 (1995), Guide to the Use of the ATSC Digital Television Standard.
ISO/IEC IS 13818-1, International Standard (1994), MPEG-2 Systems.

ISO/NEC 1S 13818-2, International Standard (1994), MPEG-2 Video.

3. DEFINITIONS

3.1 Definitions

With respect to definition of terms, abbreviations and units, the practice of the Indtitute
of Electricd and Electronics Engineers (IEEE) as outlined in the Indtitute’ s published standards
ghall be used. Where an abbreviation is not covered by IEEE practice, or industry practice
differs from IEEE practice, then the abbreviation in question will be described in Section 3.4 of
this document. Many of the definitions included therein are derived from definitions adopted by
MPEG.

3.2 Compliance notation

As used in this document, “shall” or “will” denotes a mandatory provison of the
standard. “ Should” denotes a provison that is recommended but not mandatory. “ May”
denotes a feature whose presence does not preclude compliance, that may or may not be
present a the option of the implementor.

3.3 Treatment of syntactic elements

This document contains symboalic references to syntactic eements used in the audio,
video, and transport coding subsystems. These references are typographicaly distinguished by
the use of a different font (eg., restricted), may contain the underscore character (eg.,
sequence_end_code) and may condst of character trings that are not English words (eg.,

dynrng).

3.4 Terms employed

For the purposes of the Digitd Teevison Standard, the following definition of terms
apply:
ACATS: Advisory Committee on Advanced Television Service.
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access unit: A coded representation of a presentation unit. In the case of audio, an access unit
is the coded representation of an audio frame. In the case of video, an access unit includes all

the coded data for a picture, and any stuffing that follows it, up to but not including the start of

the next access unit. If a picture is not preceded by a group_start_code Or a
sequence_header_code, the access unit begins with a the picture start code. If a picture is
preceded by a group_start_code and/or a sequence_header_code, the access unit begins with the
first byte of the first of these start codes. If it isthe last picture preceding a sequence_end_code
in the bit stream dl bytes between the last byte of the coded picture and the sequence_end_code
(induding the sequence_end_code) belong to the access unit.

A/D: Andog to digita converter.
AES: Audio Engineering Society.

anchor frame: A video frame that is used for prediction. I-frames and P-frames are generdly
used as anchor frames, but B-frames are never anchor frames.

ANSI: American Nationd Standards Ingtitute.

Asynchronous Transfer Mode (ATM): A digitd sgnd protocol for efficient transport of

both congant-rate and bursty information in broadband digita networks. The ATM digitd

dream conggts of fixed-length packets cdled “cells” each containing 53 8-bit bytes—a 5-byte
header and a 48-byte information payload.

ATEL: Advanced Televison Evauation Laboratory.
ATM: See asynchronous transfer mode.

ATTC: Advanced Televison Test Center.

ATV: The U. S. advanced televison system.

bidirectional pictures or B-pictures or B-frames: Pictures that use both future and past
pictures as a reference. This technique is termed bidirectional prediction. B-pictures provide
the most compression. B-pictures do not propagate coding errors as they are never used as a
reference.

bit rate: The rate at which the compressed bit stream is delivered from the channd to the input
of adecoder.

block: A block is an 8-by-8 array of pd vaues or DCT coefficients representing luminance or
chrominance information.

bps: Bits per second.

byte-aligned: A bit in a coded bit stream is byte-digned if its pogtion is a multiple of 8 bits
from the firdg bit in the Stream.

CDTV: See conventiond definition televison.
channd: A digital medium that stores or transports adigitd televison stream.
coded representation: A data element as represented in its encoded form.

3
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compression: Reduction in the number of bits used to represent an item of data

constant bit rate: Operation where the bit rate is congant from gart to finish of the
compressed bit stream.

conventional definition televison (CDTV): Thisterm is used to Sgnify the analog NTSC
televison sysgem as defined in ITU-R Recommendation 470. See dso standard definition
television and ITU-R Recommendation 1125.

CRC: The cydlic redundancy check to verify the correctness of the data

D-frame: Frame coded according to an MPEG- 1 mode which uses DC coefficients only.
data element: An item of data as represented before encoding and after decoding.

DCT: Seediscrete cosine transform.

decoded stream: The decoded reconstruction of a compressed bit stream.

decoder: An embodiment of a decoding process.

decoding (process): The process defined in the Digitd Televison Standard that reads an input
coded bit stream and outputs decoded pictures or audio samples.

decoding time-stamp (DTYS): A fidd that may be present in a Pes packet header that
indicates the time that an access unit is decoded in the system target decoder.

digital storage media (DSM): A digital storage or transmission device or system.

discrete cosine transform: A mathematica transform that can be perfectly undone and which
isusEful in image compression.

DSM -CC: Digitd storage mediacommand and control.
DSM: Digitd storage media

DTS:. See decoding time-stamp.

DVCR: Digita video cassette recorder

ECM: See entitlement control message.

editing: A process by which one or more compressed bit streams are manipulated to produce
a new compressed bit stream. Conforming edited bit streams are understood to meet the
requirements defined in the Digitd Teevison Standard.

elementary stream (ES): A generic term for one of the coded video, coded audio or other
coded bit streams. One dementary stream is carried in a sequence of PES packets with one
and only one stream_id.

elementary stream clock reference (ESCR): A time samp in the PEs Stream from which
decodersof PES Streams may derive timing.

EMM : See entitlement management message.

encoder: An embodiment of an encoding process.
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encoding (process): A process that reads a stream of input pictures or audio samples and
produces a vaid coded bit stream as defined in the Digitd Televison Standard.

entitlement control message (ECM): Entitlement control messages are private conditiona
access information which specify control words and possibly other streamspecific, scrambling,
and/or control parameters.

entitlement management message (EMM): Entitlement management messages are private
conditiona access information which specify the authorization level or the services of specific
decoders. They may be addressed to single decoders or groups of decoders.

entropy coding: Variable length losdess coding of the digital representation of a sgnal to
reduce redundancy.

entry point: Refers to a point in a coded bit stream after which a decoder can become
properly initidized and commence syntacticaly correct decoding. The firgt trangmitted picture
after an entry point is either an I-picture or a P-picture. If the firgt transmitted pictureisnot an |-
picture, the decoder may produce one or more pictures during acquisition.

ES. See dementary stream.
ESCR: See dementary stream clock reference.

event: An event is defined as a collection of eementary streams with a common time base, an
associated gtart time, and an associated end time.

fidd: For an interlaced video sgnd, a “fidd” is the assembly of dternate lines of a frame.
Therefore, an interlaced frame is composed of two fields, atop fidd and a bottom field.

forbidden: This term, when used in clauses defining the coded bit stream, indicates that the
vaue shdl never be used. Thisisusudly to avoid emulation of start codes.

FPLL: Frequency and phase locked loop.

frame: A frame contains lines of spatia information of a video signd. For progressive video,
these lines contain samples starting from one time ingtant and continuing through successve lines
to the bottom of the frame. For interlaced video a frame conssts of two fidds, atop field and a
bottom field. One of these fields will commence one field later than the other.

GOP: See group of pictures.
Group of pictures (GOP): A group of pictures conssts of one or more pictures in sequence.
HDTV: Seehigh definition televison.

high definition televison (HDTV): High definition tdevison haes a resolution of
aoproximately twice that of conventiona televison in both the horizonta (H) and verticd (V)
dimensions and a picture aspect ratio (HxV) of 16:9. ITU-R Recommendation 1125 further
defines “HDTV qudlity” asthe ddivery of atdevison picture which is subjectively identica with
the interlaced HDTV studio standard.
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high level: A range of dlowed picture parameters defined by the MPEG-2 video coding
specification which corresponds to high definition tdevison.

Huffman coding: A type of source coding that uses codes of different lengths to represent
symbols which have unequd likelihood of occurrence.

|EC: Internationa Electrotechnica Commission.

intra-coded pictures or |-pictures or |-frames. Pictures that are coded using information
present only in the picture itself and not depending on information from other pictures. |- pictures
provide a mechanism for random access into the compressed video data. |- pictures employ
transform coding of the pel blocks and provide only moderate compression.

| SO: Internationd Organization for Standardization.

I TU: Internationd Telecommunication Union.

JEC: Joint Engineering Committee of EIA and NCTA.

layer: One of thelevesin the data hierarchy of the video and system specification.
level: A range of dlowed picture parameters and combinations of picture parameters.

macroblock: In the advanced televison sysem a macroblock conssts of four blocks of
luminance and one each Cr and Cb block.

main level: A range of dlowed picture parameters defined by the MPEG-2 video coding
gpecification with maximum resolution equivadent to ITU-R Recommendation 601.

main profile A subsat of the syntax of the MPEG-2 video coding specification that is
expected to be supported over alarge range of applications.

M bps: 1,000,000 hits per second.

motion vector: A par of numbers which represent the vertica and horizontal displacement of a
region of areference picture for prediction.

MP@HL : Main profile a high leve.
MP@ML: Man profile a main leve.

MPEG: Refers to standards developed by the ISO/IEC JTC1/SC29 WG11, Moving Picture
Experts Group. MPEG may aso refer to the Group.

MPEG-1: Refers to 1SO/IEC standards 11172-1 (Systems), 11172-2 (Video), 11172-3
(Audio), 11172-4 (Compliance Tegting), and 11172-5 (Technical Report).

MPEG-2: Refers to ISO/IEC standards 13818-1 (Systems), 13818-2 (Video), 13818-3
(Audio), 13818-4 (Compliance).

pack: A pack consists of a pack header followed by zero or more packets. It is a layer inthe
system coding syntax.

packet data: Contiguous bytes of data from an elementary data stream present in the packet.
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packet identifier (PID): A unique integer value used to associate eementary streams of a
program in asingle or multi- program transport stream.

packet: A packet conssts of a header followed by a number of contiguous bytes from an
eementary data stream. It isalayer in the system coding syntax.

padding: A method to adjust the average length of an audio frame in time to the duration of the
corresponding PCM samples, by continuoudy adding a dot to the audio frame.

payload: Payload refers to the bytes which follow the header byte in a packet. For example,
the payload of a transport stream packet includes the PES_packet header and its
PES_packet_data_bytes OF pointer_field and PSI sections, or private data. A PES_packet_payload,
however, conssts only of PES_packet data_bytes. The transport stream packet header and
adaptation fields are not payload.

PCR: See program clock reference.
pel: Seepixd.

PES packet header: The leading fidds in a pes packet up to but not including the
PES_packet_data_byte fields where the stream is not a padding stream. In the case of a padding
stream, the PEs packet header is defined as the leading fidlds in a PEs packet up to but not
indluding the padding_byte fields.

PES packet: The data structure used to carry eementary stream data. It consists of a packet
header followed by PEs packet payload.

PES Stream: A Pes dream congsts of Pes packets, al of whose payloads condst of data
from asingle dementary stream, and dl of which have the same stream_id.

PES:. An abbreviation for packetized e ementary stream.

picture: Source, coded or reconstructed image data. A source or reconstructed picture
congsts of three rectangular matrices representing the luminance and two chrominance signas.

PID: See packet identifier.

pixel: “Picture dement” or “pe.” A pixd is a digitd sample of the color intensty vaues of a
picture & a sSingle point.

predicted pictures or P-pictures or P-frames: Pictures that are coded with respect to the
nearest previous | or P-picture. This technique is termed forward prediction. P-pictures
provide more compression than I-pictures and serve as a reference for future P-pictures or B-
pictures. P-pictures can propagate coding errors when P-pictures (or B-pictures) are predicted
from prior P-pictures where the prediction is flawed.

presentation time-samp (PTS): A fidd that may be present in a Pes packet header that
indicates the time that a presentation unit is presented in the system target decoder.

presentation unit (PU): A decoded audio access unit or a decoded picture.
profile: A defined subset of the syntax specified in the MPEG-2 video coding specification
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program clock reference (PCR): A time stamp in the transport stream from which decoder
timing is derived.

program element: A generic term for one of the dementary streams or other data sireams that
may be included in the program.

program specific information (PSl): psi conssts of normétive data which is necessary for the
demultiplexing of transport streams and the successful regeneration of programs.

program: A program isacollection of program eements. Program elements may be e ementary
streams. Program elements need not have any defined time base; those that do have a common
time base and are intended for synchronized presentation.

PSI: See program specific information.

PTS: See presentation time-stamp.

PU: See presentation unit.

guantizer: A processng step which intentionaly reduces the precision of DCT coefficients

random access. The process of beginning to read and decode the coded bit stream at an
arbitrary point.

reserved: This term, when used in clauses defining the coded bit stream, indicates that the
value may be used in the future for Digitd Televison Standard extensons. Unless otherwise
specified within this Standard, al reserved bitsshal be set to “1”.

SCR: See system clock reference.

scrambling: The dteration of the characterigtics of a video, audio or coded data sream in
order to prevent unauthorized reception of the information in a clear form. This dteration is a
specified process under the control of a conditional access system.

SDTV: See gandard definition televison.

slice: A series of consecutive macroblocks.

SMPTE: Society of Mation Picture and Televison Engineers.

sour ce stream: A sngle, non-multiplexed stream of samples before compression coding.

splicing: The concatenation performed on the system leve or two different dementary streams.
It is understood that the resulting stream must conform totaly to the Digitd Televison Standard.

standard definition televison (SDTV): Thisterm isused to Sgnify adigital teevison system
in which the qudlity is gpproximately equivaent to that of NTSC. This equivaent qudity may be
achieved from pictures sourced at the 4:2:2 level of ITU-R Recommendation 601 and subjected
to processing as part of the bit rate compression. The results should be such that when judged
across a representative sample of program naterial, subjective equivalence with NTSC is
achieved. Also called sandard digita televison. See dso conventional definition television
and ITU-R Recommendation 1125.
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start codes: 32-bit codes embedded in the coded bit stream that are unique. They are used for
severa purposes including identifying some of the layers in the coding syntax. Start codes
consst of a24 bit prefix (0x000001) and an 8 bit stream_id.

STD input buffer: A firg-in, firgd-out buffer at the input of a system target decoder for storage
of compressed data from elementary streams before decoding.

STD: See system target decoder.

il picture: A coded il picture conssts of a video sequence containing exactly one coded
picture which is intra-coded. This picture has an associated PTs and the presentation time of
succeeding pictures, if any, islater than that of the still picture by at least two picture periods.

system clock reference (SCR): A time stamp in the program stream from which decoder
timing is derived.

system header: The sysem header is a data Structure that carries information summarizing the
system characterigtics of the Digital Televison Standard multiplexed bit stream.

system target decoder (STD): A hypothetical reference model of a decoding process used to
describe the semantics of the Digita Televison Standard multiplexed bit stream.

time-stamp: A term that indicates the time of a specific action such as the arrivd of a byte or
the presentation of a presentation unit.

TOV: Threshold of vishility.

Trangport Stream packet header: The leading fields in a Transport Stream packet up to and
induding the continuity_counter field,

variable bit rate: Operation where the bit rate varies with time during the decoding of a
compressed hit stream.

VBV: Seevideo buffering verifier.

Video buffering verifier (VBV): A hypothetical decoder that is conceptually connected to the
output of an encoder. Its purposeis to provide aconstraint on the variability of the datarate that
an encoder can produce.

video sequence: A video sequence is represented by a sequence header, one or more groups
of pictures, and an end_of_sequence code in the data stream.

8 VSB: Vediigid sdeband modulation with 8 discrete amplitude levels.
16 VSB: Vedigid sdeband modulation with 16 discrete amplitude levels.

3.5 Symbols, abbreviations, and mathematical operators

3.5.1 Introduction

The symbols, abbreviations, and mathematical operators used to describe the Digitd
Televison Standard are those adopted for use in describing MPEG-2 and are smilar to those
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used in the “C” programming language. However, integer divison with truncation and rounding
ae specificdly defined. The bitwise operaors are defined assuming two's-complement
representation of integers. Numbering and counting loops generdly begin from O.

3.5.2 Arithmetic operators

+

I

DIV
%
Sign()

NINT ()

an

COos

Addition.

Subtraction (as abinary operator) or negation (as a unary operator).
Increment.

Decrement.

Multiplication.

Power.

Integer divison with truncation of the result toward 0. For example, 7/4 and -7/-4
aretruncated to 1 and -7/4 and 7/-4 are truncated to - 1.

Integer divison with rounding to the nearest integer. Half-integer values are rounded
away from O unless otherwise specified. For example 3//2 is rounded to 2, and -
3//2 isrounded to - 2.

Integer divison with truncation of the result towards-? .
Modulus operator. Defined only for positive numbers.
Sgnx) =1 x>0
0 X ==
-1 x<0

Nearest integer operator. Returns the nearest integer vaue to the red-vaued
argument. Half-integer values are rounded away from 0.

Sne.

Cosine.

Exponertid.

Square root.
Logarithm to base ten.
Logarithm to base e.

3.5.3 Logical operators

I
&&
!

Logical OR.
Logical AND.
Logica NOT.

— 10—
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3.5.4 Relational operators

? Greater than.

? Greater than or equdl to.
? Lessthan.

? Lessthan or equd to.
== Equd to.

I= Not equd to.

max [,...,] Themaximum vauein the argument lit.
min|[,..,] Theminimum vauein the argument lig.

3.5.5 Bitwise operators

& AND.

| OR.

?? Shift right with Sgn extenson.
?? Shift left with Ofill.

3.5.6 Assignment
= Assignment operator.

3.5.7 Mnemonics

The following mnemonics are defined to describe the different deta types used in the

Bit string, left bit first, where “left” is the order in which bit
strings are written in the Standard. Bit strings are written
as a string of 1s and Os within single quote marks, e.g.
‘1000 00071’. Blanks within a bit string are for ease of

coded bit stream.
bslbf
reading and have no significance.
uimsbf Unsigned integer, most significant bit first.

The byte order of multi-byte wordsis most Sgnificant byte first.

3.5.8 Constants

? 3.14159265359...
e 2.71828182845...
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3.5.9 Method of describing bit stream syntax

Each data item in the coded bit stream described below is in bold type. It is described
by its name, its length in bits, and a mnemonic for its type and order of trangmisson.

The action caused by a decoded data element in a bit stream depends on the value of
that data eement and on data elements previoudy decoded. The decoding of the data eements
and definition of the state variables used in their decoding are described in the clauses containing
the semantic description of the syntax. The following condructs are used to express the
conditions when data elements are present, and are in normal type.

Note this syntax uses the “C” code convention that a variable or expression evauating
to anon-zero vaue is equivaent to a condition thet istrue,

while ( condition ) {
data_element

}

do {
data_element

}

while ( condition )
if ( condition) {
data_element

}

else {
data_element

}

for (i = O;i<n;i++) {
data_element

As noted, the group of data elements may contain nested conditional congtructs. For
compactness, the{} are omitted when only one data e ement follows.

data_element[]

data_element [n]

data_element [m][n]

data_element [I][m][n]

data_element [m..n]

If the condition is true, then the group of data elements
occurs next in the data stream. This repeats until the
condition is not true.

The data element always occurs at least once. The data
element is repeated until the condition is not true.

If the condition is true, then the first group of data
elements occurs next in the data stream.

If the condition is not true, then the second group of data
elements occurs next in the data stream.

The group of data elements occurs n times. Conditional
constructs within the group of data elements may
depend on the value of the loop control variable i, which
is set to zero for the first occurrence, incremented to 1 for
the second occurrence, and so forth.

data_element [ ] is an array of data. The number of data
elements is indicated by the context.

data_element [n] is the n+1th element of an array of data.

data_element [m][n] is the m+1,n+1 th element of a two-
dimensional array of data.

data_element [I][m][n] is the I+1,m+1,n+1 th element of a
three-dimensional array of data.

data_element [m..n] is the inclusive range of bits
between bit m and bit n in the data_element.
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Decoders must include a means to look for start codes and sync bytes (transport
stream) in order to begin decoding correctly, and to identify errors, erasures or insertions while
decoding. The methods to identify these Stuations, and the actions to be taken, are not
standardized.

3.5.9.1 Definition of bytealigned function

The function bytealigned( ) returns 1 if the current position is on a byte boundary; thet is,
the next bit in the bit stream isthefird bit in abyte. Otherwise it returns O.

3.5.9.2 Definition of nextbits function

The function nextbits( ) permits comparison of a bit string with the next bits to be
decoded in the bit stream.

3.5.9.3 Definition of next_start_code function

The next_start_code( ) function removes any zero hit and zero byte stuffing and locates
the next start code.

This function checks whether the current pogtion is byte-digned. If it is not, O suffing
bits are present. After that any number of O bytes may be present before the start-code.
Therefore start-codes are always byte-digned and may be preceded by any number of O
suffing bits

Table 3.1 Next Start Code

Syntax No. of bits Mnemonic
next_start_code() {
while ('bytealigned() )
zero_bit 1 ‘0
while (nextbits()!="0000 0000 0000 0000 0000 0001")
zero_byte 8 ‘00000000’
}

4. BACKGROUND

4.1 Advanced Television Systems Committee (ATSC)

The Advanced Televison Sysems Committee, chaired by James C. McKinney, was
formed by the member organizations of the Joint Committee on InterSociety Coordination
(JCIC)! for the purpose of exploring the need for and, where appropriate, to coordinate

! The JCIC is presently composed of: the Electronic Industries Association (EIA), the Institute of Electrical
and Electronics Engineers (IEEE), the National Association of Broadcasters (NAB), the National Cable
Television Association (NCTA), and the Society of Motion Picture and Television Engineers (SMPTE).
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development of the documentation of Advanced Teevison Systems. Documentation is
understood to include voluntary technica standards, recommended practices, and engineering
guiddines.

Proposed documentation may be developed by the ATSC, by member organi zations of
the JCIC, or by exiging standards committees. The ATSC was established recognizing that the
prompt, efficient and effective development of a coordinated set of naiond sandards is
essentid to the future development of domestic television services.

On June 5, 1992 ATSC provided information to the Federad Communications
Commisson (FCC) outlining proposed indusiry actions to fully document the advanced
televison system standard. The FCC has recognized the importance of prompt disclosure of the
gysem technicd specifications to the mass production of advanced televison system
professond and consumer equipment in a timely fashion. The FCC has further noted its
appreciation of the diligence with which the ATSC and the other groups participating in the
standardization are pursuing these matters?

Supporting this activity, the ATSC Executive Committee requested that the T3/S1
Specidig Group on Macro Systems Approach meet and suggest which portions of an
advanced televison system broadcasting standard might require action by the FCC and which
portions should be voluntary.

Subsequently, T3/S1 held meetings and developed recommendations in two aress.

1. Principles upon which documentation of the advanced televison system should be
based; and

2. A lig of characterigics of an advanced televison sysem that should be
documented.

The ligt tentatively identified the industry group(s) that would provide the documentation
information and the document where the information would likely appesr.

The recommendations developed by the T3/S1 Specidist Group were modified by T3
to accommodate information and knowledge about advanced televison systems developed in
the period since June 1992. Some of the modifications to the recommendations ensued from the
formation of the Grand Alliance. The modified guidelines were gpproved at the March 31, 1994
meeting of the T3 Technology Group on Digtribution and are described in Section 4.5.

4.2 Advisory Committee on Advanced Television Service (ACATS)

A “Petition for Notice of Inquiry” was filed with the FCC on February 21, 1987 by 58
broadcasting organizations and companies requesting that the Commission initiate a proceeding
to explore the issues arising from the introduction of advanced televison technologies and their
possible impact on the television broadcagting service. At that time, it was generdly beieved

2 FCC 92-438, MM Docket No. 87-268, “Memorandum Opinion and Order/Third Report and Order/Third
Further Notice of Proposed Rule Making,” Adopted: September 17, 1992, pp. 59-60.

— 14—
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that High Definition Televison (HDTV) could not be broadcast usng 6 MHz teredrid
broadcagting channdls. The broadcasting organizations were concerned that the dternative
media would be able to ddiver HDTV to the viewing public placing terrestrid broadcasting a a
severe disadvantage.

The FCC agreed that this was a subject of utmost importance and initiated a proceeding
(MM Docket No. 87-268) to consder the technica and public policy issues of advanced
televison sysems. The Advisory Committee on Advanced Televison Service was empanded
by the Federd Communications Commission in 1987 with Richard E. Wiley as chairman to
develop information that would assist the FCC in establishing an advanced televison standard
for the United States. The objective given to the Advisory Committee in its Charter by the FCC
was.

“The Committee will advise the Federd Communications Commisson on the
facts and circumstances regarding advanced televison systems for Commission
condderation of technicd and public policy issues. In the event that the
Commisson decides that adoption of some form of advanced broadcast
tdevision is in the public interest, the Committee would adso recommend
policies, standards and regulations that would facilitate the orderly and timely
introduction of advanced televison servicesin the United States”

The Advisory Committee established a series of subgroups to study the various issues
concerning services, technica parameters, and testing mechanisms required to establish an
Advanced tdlevison system standard. The Advisory Committee also established a system
evauation, test and analysis process that began with over twenty proposed systems, reducing
them to four find systems for consideration.

4.3 Digital HDTV Grand Alliance (Grand Alliance)

On May 24, 1993 the three groups that had developed the four find digital systems
agreed to produce a single, best-of-the best system to propose as the standard. The three
groups (AT&T and Zenith Electronics Corporation; Generd Instrument Corporation and the
Massachusetts Indtitute of Technology; and Philips Consumer Electronics, Thomson Consumer
Electronics, and the David Sarnoff Research Center) have been working together as the “Digital
HDTV Grand Alliance.” The system described in this Standard is based on the Digitd HDTV
Grand Alliance proposd to the Advisory Committee.

4.4 Organization for documenting the Digital Television Standard

The ATSC Executive Committee assigned the work of documenting the advanced
televison system standards to T3 specidist groups dividing the work into five areas of interest:
Video (including input signd format and source coding), Audio (induding input Sgnd formet
and source coding), Trangport (induding daa multiplex and channd coding),
RF/Transmisson, (including the modulation subsystem) and Receiver characteristics. A
seering committee congsting of the chairs of the five specidist groups, the chair and vice-chairs
of T3, and liaison among the ATSC, the FCC, and ACATS was established to coordinate the
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development of the documents. The members of the steering committee and arees of interest
were asfollows.

Stanley Baron T3 char
Jules Cohen T3 vice-char
Brian James T3 vice-char

Larry Pearlstein T3/S6 (Video systems characterigtics), chair

Graham S. Stubbs  T3/S7 (Audio systems characteristics), chair

Bernard J. Lechner  T3/S8 (Service multiplex and transport systems characteristics), chair
Lynn D. Claudy T3/SO (RF/Transmisson systems characterigtics), chair

Werner F. Wedam  T3/S10 (Receiver characteristics), chair

Robert M. Rast Grand Alliance facilitator

Robert Hopkins ATSC

Robert M. Bromery FCC Office of Engineering and Technology

Gordon Godfrey FCC Mass Media Bureau

Paul E. Misener ACATS

4.5 Principles for documenting the Digital Television Standard

T3 adopted the following principles for documenting the advanced televison system

standard:

1.

The Grand Alliance was recognized as the principd supplier of information for
documenting the advanced televison system, supported by the ATSC and others.
Other organizations seen as suppliers of information: EIA, FCC, IEEE, MPEG,
NCTA, and SMPTE.

The Grand Alliance was encouraged D begin drafting the essentia dements of
system detals as soon as possible to avoid delays in producing the advanced
televison system documentetion.

FCC requirements for the advanced television system standard were to be obtained
as soon as possible.

Complete functiond system details (permitting those skilled in the art to congtruct a
working system) were to be made publicly available.

Protection of any intellectud property made public must be by patent or copyright
as appropriate.

The advanced tdevison sysem documentation shal include the necessary system
information such that audio and video encoders may be manufactured to ddliver the
system’ s full demongtrated performance qudity.
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7.

0.

10.

11.

12.

13.

14.

The advanced televison sysem documentation shal point to existing standards,
recommended practices or guiddine documents. These documents shdl be
referenced in one of two ways as deemed appropriate for the application. In the
fird ingance, a gecific revison shdl be specified where review of changes to the
referenced document is required before changes might be incorporated into the
advanced tdevison sysem document. The second ingtance references the
document without specificity to revison and alows any changes to the referenced
documents to be automaticaly incorporated.

System specifications shal explain how future, compatible improvements may be
achieved.

As ongoing improvements teke place in the advanced tedlevison system,
manufacturers of encoders and decoders should coordinate their efforts to insure
compatibility.

The advanced televison system standard must support backward compatibility of
future improvements with al generations of advanced televison system recaivers
and inherently support production of low cost receivers (not withstanding that cost
reduction through reduced performance quaity may dso be used to achieve
inexpensve products).

The advanced tdlevison sysem dandard should not foreclose flexibility in
implementing advanced tedlevison sysem receves a  different price and
performance levels.

The advanced tdevison sysem dandard should not foreclose flexibility in
implementing program services or in data stream modification or insertion of data
packets by down-stream (local) service providers.

The advanced televison system documentation shal address interoperability with
non-broadcast delivery systems including cable.

The advanced tdevison system standard shall identify criticad system parameters
and shdl provide information as to the range of acceptable vaues, the method of
measurement, and the location in the system where measurement takes place.

5. SYSTEM OVERVIEW

5.1 Objectives

The Digitd Televison Standard describes a sysem designed to transmit high quality

video and audio and ancillary data over a single 6 MHz channel. The system can ddliver reliably
about 19 Mbps of throughput in a 6 MHz terrestria broadcasting channd and about 38 Mbps
of throughput in a 6 MHz cable televison channdl. This means that encoding a video source
whose resolution can be as high as five times that of conventiond televison (NTSC) resolution
requires a bit rate reduction by afactor of 50 or higher. To achieve this bit rate reduction, the
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sysem is desgned to be efficient in utilizing available channd cgpacity by exploiting complex
video and audio compression technology.

The objective is to maximize the information passed through the data channd by
minimizing the amount of data required to represent the video image sequence and its associated
audio. The objective is to represent the video, audio, and data sources with as few bits as
possible while preserving the leve of quality required for the given gpplication.

Although the RF/Transmisson subsystems described in this Standard are designed

specificdly for terrestrial and cable gpplications, the objective is that the video, audio, and
service multiplex/transport subsystems be useful in other gpplications.

5.2 System block diagram

A basic block diagram representation of the system is shown in Figure 5.1. This
representation is based on one adopted by the Internationa Teecommunication Union,
Radiocommunication Sector (ITU-R), Task Group 11/3 (Digitd Terrestrid Teevison
Broadcasting). According to this modd, the digital televison system can be seen to consst of
three subsystems.

1. Source coding and compression,
2. Service multiplex and trangport, and

3. RF/Tranamisson.

® ITU-R Document TG11/3-2, “Outline of Work for Task Group 11/3, Digital Terrestrial Television
Broadcasting,” June 30, 1992.
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Figure5.1. ITU-R digital terrestrial television broadcasting mode.

“Source coding and compression” refers to the bit rate reduction methods, also known
as data compression, appropriate for gpplication to the video, audio, and ancillary digita data
sreams. The term “ancillary data’ includes control data, conditional access control data, and
data associated with the program audio and video services, such as closed captioning.
“Ancillary data’ can dso refer to independent program services. The purpose of the coder isto
minimize the number of bits needed to represent the audio and video information. The digitd
televison sysem employs the MPEG-2 video stream syntax for the coding of video and the
Digitd Audio Compresson (AC-3) Standard for the coding of audio.

“Service multiplex and transport” refers to the means of dividing the digital deta stream
into “packets’ of information, the means of uniquely identifying each packet or packet type, and
the appropriate methods of multiplexing video data stream packets, audio data stream packets,
and ancillary data stream packets into a gngle data stream. In developing the transport
mechanism, interoperability among digitd media, such as terredtrid broadcasting, cable
digribution, satellite digribution, recording media, and computer interfaces, was a prime
condderation. The digitd tdevison sysem employs the MPEG-2 transport stream syntax for
the packetization and multiplexing of video, audio, and data sgnas for digital broadcasting
systems* The MPEG-2 transport stream syntax was developed for applications where channel
bandwidth or recording media capecity is limited and the requirement for an efficient transport
mechanism is paramount. It was designed dso to facilitate interoperability with the ATM
trangport mechanism.

* Chairman, ITU-R Task Group 11/3, “Report of the Second Meeting of 1TU-R Task Group 11/3, Geneva,
October 13-19, 1993,” January 5, 1994, p. 40.
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“RF/Transmisson” refers to channd coding and modulation. The channd coder takes
the data bit stream and adds additional information that can be used by the receiver to
recongtruct the data from the recaived sgnd which, due to transmisson imparments, may not
accurately represent the tranamitted signd. The modulation (or physica layer) uses the digitad
data stream information to modulate the transmitted sgnal. The modulation subsystem offers
two modes:. aterrestria broadcast mode (8 VSB), and a high data rate mode (16 V SB).

Figure 5.2 illugrates a high leve view of encoding equipment. This view is not intended
to be complete, but is used to illudtrate the rdationship of various clock frequencies within the
encoder. There are two domains within the encoder where a set of frequencies are related, the
source coding domain and the channd coding domain.

f27 MHz Program Clock
Reference
33*4&_’/_—— program_clock_reference_base
Frequency v "\ program_clock_reference_extension
Divider
Network Adaptation
Header
f, f, Encoder
Video In
»| A0 p| Video p-| Transport fre | FEC and fiym VSB RF Out
Encoder Encoder | Sync > L
Insertion Modulator
Audio In Audi
udio >
AID - Encoder

Figure5.2. High level view of encoding equipment.

The source coding domain, represented schematically by the video, audio and transport
encoders, uses a family of frequencies which are based on a 27 MHz clock (fozmpz). This
clock is used to generate a 42-bit sample of the frequency which is partitioned into two parts
defined by the MPEG-2 specification. These are the 33-bit program_clock_reference_base and
the 9-hit program_clock_reference_extension. The former is equivaent to a sample of a 90 kHz
clock which is locked in frequency to the 27 MHz clock, and is used by the audio and video
source encoders when encoding the presentation time slamp (PTs) and the decode time stamp
(oTs). The audio and video sampling clocks, f; and f,, respectively, must be frequency-locked
to the 27 MHz clock. This can be expressed as the requirement that there exist two pairs of
integers, (g, mMy) and (n,, m,), such that:

2Ma?
fa?g—gx 27MHz
Mk ¢
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o232
fv 7 ?E? X 27 MHz

The channd coding domain is represented by the FEC/Sync Insertion subsystemn and
the VSB modulator. The rdevant frequencies in this domain are the VSB symbol frequency
(fym)and the frequency of the transport stream (frp) which is the frequency of transmission of
the encoded transport stream. These two frequencies must be locked, having the relation

3188733123
fre ? ————> fsym
REME P EYE A

The sgnds in the two domains are not required to be frequency-locked to each other,
and in many implementations will operate asynchronoudy. In such systems, the frequency drift
can necesstate the occasiona insartion or deletion of aNULL packet from within the transport
stream, thereby accommodating the frequency disparity.

The annexes that follow consder the characterigtics of the subsystems necessary to
accommodate the services envisioned.
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ANNEX A

(Normeative)

VIDEO SYSTEMS CHARACTERISTICS

1. SCOPE

This Annex describes the characterigtics of the video subsystem of the Digital Televison
Standard. The input formats and bit stream characteristics are described in separate sections.

2. REFERENCES

2.1 Normative references

The following documents contain provisons which, through reference in this text,
condtitute provisions of this standard. At the time of publication, the editions indicated were
vaid. All standards are subject to revision, and parties to agreement based on this sandard are
encouraged to investigate the possibility of gpplying the most recent editions of the documents
listed below.

ISO/IEC IS 13818-1, International Standard (1994), MPEG-2 Systems.
ISO/IEC IS 13818-2, International Standard (1994), MPEG-2 Video.

2.2 Informative references
SMPTE 274M (1995), Standard for television, 1920 x 1080 Scanning and Interface.

SMPTE S$17.392 (1995), Proposed Standard for television, 1280 x 720 Scanning and
Interface.

ITU-R BT.601-4 (1994), Encoding parameters of digital television for studios.

3. COMPLIANCE NOTATION

As usad in this document, “shall” or “will” denotes a mandatory provison of the
standard. “ Should” denotes a provision that is recommended but not mandatory. “ May”
denotes a feature whose presence does not preclude @mpliance, that may or may not be
present at the option of the implementor.

4. POSSIBLE VIDEO INPUTS

While not required by this standard, there are certain televison production standards,
shown in Table 1, that define video formats that relate to compression formats specified by this
standard.
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Table 1 Standardized Video Input Formats

Video standard Activelines Active sampled/ line
SMPTE 274M 1080 1920

SMPTE S17.392 720 1280

ITU-RBT.601-4 483 720

The compresson formats may be derived from one or more appropriate video input
formats. It may be anticipated that additiona video production standards will be developed in
the future that extend the number of possible input formats.

5. SOURCE CODING SPECIFICATION

The ATV video compression agorithm shdl conform to the Main Profile syntax of
ISO/IEC 13818-2. The dlowable parameters shal be bounded by the upper limits specified for
the Main Profile a High Levd.' Additiondly, ATV bit streams shall meet the congraints and
gpecifications described in Sections 5.1 and 5.2.

5.1 Constraints with respect to ISO/IEC 13818-2 Main Profile

The following tables ligt the dlowed vaues for each of the ISO/IEC 13818-2 syntactic
elements which are restricted beyond the limitsimposed by MP@HL.

In these tables conventiona numbers denote decimd vaues, numbers preceded by Ox
ae to be interpreted as hexadecimad vaues and numbers within sngle quotes (eg.,
10010100') areto be interpreted as a string of binary digits.

5.1.1 Sequence header constraints

Table 2 identifies parameters in the sequence header of a bit stream that shal be
congrained by the video subsystem and lists the dlowed vadues for each.

Table 2 Sequence Header Constraints

Sequence header syntactic element Allowed value
horizontal_size_value see Table 3
vertical_size_value see Table 3
aspect_ratio_information seeTable3
frame_rate_code seeTable 3
bit_rate_value (? 19.4 Mbps) ? 48500
bit_rate_value (? 38.8 Mbps) ? 97000
vbv_buffer_size_value ? 488

The dlowable vaues for the field bit_rate_value are gpplication dependent. In the
primary application of terrestrid broadcad, this field shal correspond to a bit rate which is less

! See ISO/IEC 13818-2, Section 8 for more information regarding profiles and levels.
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than or equal to 19.4 Mbps. In the high data rate mode, the corresponding bit rate isless than
or equal to 38.8 Mbps.

5.1.2 Compression format constraints

Table 3 lists the dlowed compression formats.

Table 3 Compression Format Constraints

vertical_size_ | horizontal_size_ | aspect_ratio_ | frame_rate | progressive_
value value information _ sequence
code
1080° 1920 13 1245 1
45 0
720 1280 13 124578 1
1,245,778 1
480 704 23 45 0
640 12 124578 1
45 0

Legend for MPEG-2 coded valuesin Table 3

aspect_ratio_information 1=squaresamples 2=4:3display aspectratio 3= 16:9 display aspect ratio

frame_rate_code 1=23976Hz 2=24Hz 4=2097Hz 5=30Hz 7=5094Hz 8=60Hz

progressive_sequence O=interlaced scan 1 = progressive scan

5.1.3 Sequence extension constraints

Table 4 identifies parameters in the sequence extension part of a bit sreamthat shdl be
congtrained by the video subsystem and ligts the dlowed vaues for each. A sequence_extension
sructure is required to be present after every sequence_header Structure.

Table 4 Sequence Extension Constraints

Sequence extension syntactic element Allowed values
progressive_sequence see Table 3
profile_and_level_indication see Note
chroma_format ‘or
horizontal_size_extension ‘00
vertical_size_extension ‘00
bit_rate_extension ‘0000 0000 0000
vbv_buffer_size_extension ‘0000 0000
frame_rate_extension_n ‘00
frame_rate_extension_d ‘00000

% Note that 1088 lines are actually coded in order to satisfy the MPEG-2 requirement that the coded vertical
size beamultiple of 16 (progressive scan) or 32 (interlaced scan).

— U
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Note: The profile_and_level_indication field shal indicate the lowest profile and
levd defined in ISO/IEC 13818-2, Section 8, that is condstent with the
parameters of the video eementary stream.

5.1.4 Sequence display extension constraints

Table 5 identifies parameters in the sequence display extenson part of a bit stream that
shal be congrained by the video subsystem and ligts the dlowed vaues for each.

Table 5 Sequence Display Extension Constraints

Sequencedisplay extension syntactic element Allowed values
video_format ‘000

The preferred and default vaues for color_primaries, transfer_characteristics, and
matrix_coefficients are defined to be SMPTE 274M?* (value OxOL in dl three cases). While dl
values described by MPEG-2 are dlowed in the tranamitted bit stream, it is noted that SMPTE
170M vaues (0x06 in dl three cases) will be the mogt likely dternate in common use.

5.1.5 Picture header constraints

In dl cases other than when vbv_delay has the value OXFFFF, the value of vov_delay shdll
be condrained as follows:

vbv_delay = 45000

5.2 Bit stream specifications beyond MPEG-2

This section covers the extension and user data part of the video syntax. These data are
inserted at the sequence, GOP, and picture level. The syntax used for the insertion of closed
captioning in picture user data s described.*

5.2.1 Picture extension and user data syntax

Table 6 describes the syntax used for picture extension and user data.

Table 6 Picture Extension and User Data Syntax

No. of bits M nemonic

extension_and_user_data( 2 ) {

while ( ( nextbits() == extension_start_code ) ||
( nextbits() == user_data_start_code ) ) {
if ( nextbits()== extension_start_code)

% At some point in the future, the color gamut may be extended by allowing negative values of RGB and
defining the transfer characteristics for negative RGB values.

* In order to decode the user data, the decoder should properly recognize the 32-bit ATSC registration
identifier at the PSI stream level (see ISO/IEC 13818-1).
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No. of bits Mnemonic
extension_data( 2 )
if (nextbits() == user_data_start_code)
user_data(2)
}
}
5.2.2 Picture user data syntax
Table 7 describes the picture user data syntax.
Table 7 Picture User Data Syntax®
No. of bits Mnemonic
user_data() {
user_data_start_code 32 bslbf
ATSC _identifier 32 bslbf
user_data_type_code 8 uimsbf
if (user_data_type_code == ‘0x03’) {
process_em_data_flag 1 bslbf
process_cc_data_flag 1 bslbf
additional_data_flag 1 bslbf
cc_count 5 uimsbf
em_data 8 bslbf
for (i=0;i<cc_count;i++){
marker_bits 5 ‘1111 1°
cc_valid 1 bslbf
cc_type 2 bslbf
cc_data 1 8 bslbf
cc_data_2 8 bslbf
}
marker_bits 8 ‘11111111
if (additional_data_flag) {
while( nextbits() != ‘0000 0000 0000 0000 0000 0001 ) {
additional_user_data 8
}
}
}
next_start_code()
}

5.2.3 Picture user data semantics

user_data_start_code — Thisis set to 0x0000 01B2.

® Shaded cells in this table indicate syntactic and semantic additions to the |SO/IEC 13818-2 standard.
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ATSC identifier — Thisis a 32 bit code that indicates that the video user data conforms to this
specification. The value ATSC _identifier shall be 0x4741 3934.

user_data_type_code — The 8-bit codeis set to 0x03.

process_em_data_flag — This flag is set to indicate whether it is necessary to process the
em_data. If it is st to 1, the em_data has to be parsed and its meaning has to be processed.
Whenitisset to 0, theem_data can be discarded.

process_cc_data_flag — This flag is set to indicate whether it is necessary to process the
cc_data. If it iSSet to 1, the cc_data hasto be parsed and its meaning has to be processed. When
itisset to 0, the cc_data can be discarded.

additional_data_flag — Thisflagis set to 1 to indicate the presence of additiond user data.

cc_count — This 5-bit integer indicates the number of closed caption congtructs following this
field. 1t can have vaues O through 31. The value of cc_count shal be set according to the frame
rate and coded picture structure (field or frame) such that a fixed bandwidth of 9600 bits per
second is maintained for the closed caption payload data. Sixteen (16) bits of closed caption
payload data are carried in each pair of thefildscc_data_1 and cc_data_2.

em_data — Eight bits for representing emergency message.®

cc_valid — Thisflag isset to ‘1’ to indicate that the two closed caption data bytes that follow
arevdid. If setto ‘0" the two data bytes areinvalid.

cc_type — Denotes the type of the two closed caption data bytes that follow.”
cc_data_1 — Thefirst byte of a closed caption data pair.

cc_data_2 — The second byte of a closed caption data pair.

additional_user_data — Any further demand for picture user data could be met by defining this
part of the bit stream.

® Syntax and semantics to be specified by EIA.
"EIA, Recommended Practice for Advanced Television Closed Captioning, draft, July 1, 1994.
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ANNEX B

(Normeative)

AUDIO SYSTEMS CHARACTERISTICS

1. SCOPE

This Annex describes the audio system characteristics and normative specifications of
the Digitd Tdevison Standard.

2. NORMATIVE REFERENCES

The following documents contain provisions which in whole or part, through reference in
this text, condtitute provisons of this standard. At the time of publication, the editions indicated
were vaid. All standards are subject to revison and amendment, and parties to agreement
based on this standard are encouraged to investigate the possibility of gpplying the most recent
editions of the documents listed below.

ATSC Standard A/52 (1995), Digital Audio Compression (AC-3).

AES 3-1992 (ANSI $4.40-1992), AES Recommended Practice for digital audio
engineering — Serial transmission format for two-channel linearly represented digital
audio data.

ANSI S1.4-1983, Specification for Sound Level Meters.
IEC 651 (1979), Sound Level Meters.
|EC 804 (1985), Amendment 1 (1989) Integrating/Averaging Sound Level Meters.

3. COMPLIANCE NOTATION

As used in this document, “ shall” or “will” denotes a mandatory provison of the
standard. “ Should” denotes a provison that is recommended but not mandatory. “ May”
denotes a feature whose presence does not preclude compliance, that may or may not be
present a the option of the implementor.

4. SYSTEM OVERVIEW

Asillugrated in Figure 1, the audio subsystem comprises the audio encoding/decoding
function and resides between the audio inputs/outputs and the transport subsystem. The audio
encoder(s) is (are) responsible for generating the audio eementary stream(s) which are encoded
representations of the baseband audio input signas. At the recaiver, the audio subsystem is
responsible for decoding the audio eementary stream(s) back into baseband audio.
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Figure 1. Audio subsystem in the digital television system.

5. SPECIFICATION

This Section forms the normative specification of the audio system. The audio

compression system conforms with the Digita Audio Compresson (AC-3) Standard, subject to
the condraints outlined in this Section.

5.1 Constraints with respect to ATSC Standard A/52

The digita televison audio coding system is based on the Digitd Audio Compresson

(AC-3) Standard specified in the body of ATSC Doc. A/52 (the annexes are not included).
Condraints on the sysem are shown in Table 1 which shows permitted values of certain
syntactica elements. These congraints are described in Sections 5.2 - 5.4.

Table 1 Audio Constraints

AC-3 syntactical Comment Allowed value
element

fscod I ndicates sampling rate ‘00" (indicates 48 kHz)

frmsizecod Main audio service or associated audio service | ? ‘011100 (indicates? 384 kbps)

containing all necessary program elements

frmsizecod Single channel associated service containinga | ? ‘010000 (indicates? 128 kbps)
single program element
frmsizecod Two channel dialogue associated service ? 010100 (indicates? 192 kbps)
(frmsizecod) Combined bit rate of amain and an associated (total ? 512 kbps)
service intended to be simultaneously decoded
acmod Indicates number of channels ?'001
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5.2 Sampling frequency

The system conveys digitd audio sampled at a frequency of 48 kHz, locked to the 27
MHz system clock. The 48 kHz audio sampling clock is defined as:

1) 48 kHz audio samplerate = (2 ?1125) ? ( 27 MHz system clock )

If andlog signa inputs are employed, the A/D converters should sample at 48 kHz. If
digita inputs are employed, the input sampling rate shal be 48 kHz, or the audio encoder shall
contain sampling rate converters which convert the sampling rate to 48 kHz.

5.3 Bitrate

A main audio service, or an associated audio service which is a complete service
(containing al necessary program dements) shall be encoded at a bit rate less than or equd to
384 kbps. A sngle channel associated service containing a single program eement shdl be
encoded at a bit rate less than or equa to 128 kbps. A two channel associated service
containing only dialogue shdl be encoded at a hit rate less than or equa to 192 kbps. The
combined hit rate of a main service and an associated service which are intended to be decoded
smultaneoudy shall be less than or equa to 512 kbps.

5.4 Audio coding modes

Audio services shdl be encoded using any of the audio coding modes specified in A/52,
with the exception of the 1+1 mode. The vaue of acmod in the AC-3 bit stream shdl have a
vauein therange of 1-7, with the value O prohibited.

5.5 Dialogue level

The vaue of the dialnorm parameter in the AC-3 dementary bit stream shdl indicate the
level of average spoken didogue within the encoded audio program. Didogue level may be
measured by means of an “A” weighted integrated measurement (LAeq)- (Receivers use the
vaue of dialnorm to adjust the reproduced audio level s0 asto normdize the dialogue level.)

5.6 Dynamic range compression

Each encoded audio block may contain a dynamic range control word (dynrng) which is
used by decoders (by default) to dter the level of the reproduced audio. The control words
dlow the decoded sgnd level to be increased or decreased by up to 24 dB. In generd,
edementary dreams may have dynamic range control words inserted or modified without
affecting the encoded audio. When it is necessary to dter the dynamic range of audio programs
which are broadcast, the dynamic range control word should be used.
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6. MAIN AND ASSOCIATED SERVICES

6.1 Overview

An AC-3 dementary stream contains the encoded representation of a single audio
sarvice. Multiple audio services are provided by multiple dementary streams. Each lementary
stream is conveyed by the transport multiplex with a unique PiD. There are a number of audio
service types which may (individudly) be coded into each dementary stream. Each AC-3
elementary stream is tagged as to its service type using the bsmod bit field. There are two types
of main service and Six types of associated service. Each associated service may be tagged
(in the AC-3 audio descriptor in the transport PsI data) as being associated with one or more
main audio services. Each AC-3 dementary stream may a so be tagged with alanguage code.

Asociated services may contain complete program mixes, or may contain only asingle
program element. Associated services which are complete mixes may be decoded and used as
is. They are identified by the full_svc bit in the AC-3 descriptor (see A/52, Annex A).
Associated services which contain only a sngle program dement are intended to be combined
with the program eements from amain audio service.

This Section specifies the meaning and use of each type of sarvice. In generd, a
complete audio program (what is presented to the listener over the set of loudspeakers) may
congs of amain audio service, an associated audio service which is a complete mix, or amain
audio service combined with an associated audio service. The capability to smultaneoudy
decode one main service and one associated service is required in order to form a complete
audio program in certain service combinations described in this Section. This cgpability may not
exist in some recaivers.

6.2 Summary of service types

The audio service types are listed in Table 2.

Table 2 Audio Service Types

bsmod Typeof service

000(0) | Mainaudio service: complete main (CM)
001 (1) [ Mainaudio service: music and effects (ME)
010(2) | Associated service: visualy impaired (V1)
011 (3) | Associated service: hearing impaired (HI)
100 (4) | Associated service: dialogue (D)

101 (5) | Associated service: commentary (C)

110(6) | Associated service: emergency (E)

111 (7) | Associated service: voice-over (VO)
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6.3 Complete main audio service (CM)

The CM type of main audio service contains a complete audio program (complete with
didogue, music, and effects). This is the type of audio service normaly provided. The CM
service may contain from 1 to 5.1 audio channels. The CM service may be further enhanced by
means of the VI, HI, C, E, or VO associated services described below. Audio in multiple
languages may be provided by supplying multiple CM services, each in a different language.

6.4 Main audio service, music and effects (ME)

The ME type of main audio service contains the music and effects of an audio program,
but not the dialogue for the program. The ME service may contain from 1 to 5.1 audio channels.
The primary program didogue is missng and (if any exists) is supplied by smultaneoudy
encoding a D associated service. Multiple D associated services in different languages may be
associated with asngle ME sarvice.

6.5 Visually impaired (VI)

The VI asociated service typicdly contains a narrative decription of the visud
program content. In this case, the VI sarvice shdl be a sngle audio channdl. The smultaneous
reproduction of both the VI associated service and the CM main audio service alows the
visudly impared user to enjoy the main multi-channel audio program, as well asto follow (by
ear) the on-screen activity.

The dynamic range control Sgnd in thistype of VI sarviceis intended to be used by the
audio decoder to modify the level of the main audio program. Thus the level of the main audio
service will be under the control of the VI service provider, and the provider may sgnd the
decoder (by dtering the dynamic range control words embedded in the VI audio e ementary
stream) to reduce the level of the main audio service by up to 24 dB in order to assure that the
narrdive description isinteligible.

Besdes providing the VI sarvice as a single narrdive channd, the VI service may be
provided as a complete program mix containing music, effects, didogue, and the narration. In
this case, the service may be coded using any number of channels (up to 5.1), and the dynamic
range control signa applies only to this service. The fact that the service is a complete mix shall
be indicated in the AC-3 descriptor (see A/52, Annex A).

6.6 Hearing impaired (HI)

The HI associated service typicdly contains only didogue which is intended to be
reproduced smultaneoudy with the CM sarvice. In this case, the HI sarvice shal be a single
audio channd. This didogue may have been processed for improved intdligibility by hearing
impaired liseners. Simultaneous reproduction of both the CM and HI services dlows the
hearing impaired ligener to hear a mix of the CM and HI services in order to emphasize the
diglogue while till providing some music and effects.
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Besdes providing the HI sarvice as a Sngle didogue channd, the HI service may be
provided as a complete program mix containing music, effects, and didogue with enhanced
intligibility. In this case, the service may be coded using any number of channds (up to 5.12).
The fact that the service is a complete mix shdl be indicated in the AC-3 descriptor (see A/52,
Annex A).

6.7 Dialogue (D)

The D associated service contains program didogue intended for use with an ME main
audio sarvice. The language of the D sarvice is indicated in the AC-3 hit stream, and in the
audio descriptor. A complete audio program is formed by smultaneoudy decoding the D
sarvice and the ME sarvice and mixing the D sarvice into the center channel of the ME main
service (with which it is associated).

If the ME main audio service contains more than two audio channes, the D service shal
be monophonic (/0 mode). If the main audio service contains two channds, the D service may
aso contain two channels (2/0 mode). In this case, a complete audio program is formed by
smultaneoudy decoding the D service and the ME sarvice, mixing the left channd of the ME
sarvice with the left channd of the D sarvice, and mixing the right channd of the ME service with
the right channd of the D service. The result will ke a two channd stereo sgnd containing
music, effects, and didogue.

Audio in multiple languages may be provided by supplying multiple D services (eachina
different language) dong with a sngle ME sarvice. This is more efficient than providing multiple
CM sarvices, but, in the case of more than two audio channels in the ME service, requires that
diaogue be redtricted to the center channdl.

Some receivers may not have the capability to smultaneoudy decode an ME and a D
savice.

6.8 Commentary (C)

The commentary associated service is Smilar to the D service, except that instead of
conveying essentid program didogue, the C sarvice conveys optional program commentary.
The C sarvice may be a sngle audio channd containing only the commentary content. In this
case, Smultaneous reproduction of a C service and a CM service will dlow the listener to hear
the added program commentary.

The dynamic range control sgnd in the single channd C sarvice is intended to be used
by the audio decoder to modify the leve of the main audio program. Thus the leve of the main
audio service will be under the control of the C service provider, and the provider may sgnd
the decoder (by dtering the dynamic range control words embedded in the C audio dementary
stream) to reduce the level of the main audio service by up to 24 dB in order to assure that the
commentary isintdligible

Besides providing the C sarvice as a single commentary channel, the C service may be
provided as a complete program mix containing music, effects, didogue, and the commentary.

-



ATSC Digital Television Standard (Annex B) 16 Sep 95

In this case the service may be provided using any number of channds (up to 5.1). The fact that
the service is acomplete mix shal beindicated in the AC-3 descriptor (see A/52, Annex A).

6.9 Emergency (E)

The E associated sarvice is intended to alow the insertion of emergency or high priority
announcements. The E sarvice is dways a single audio channd. An E sarvice is given priority in
trangport and in audio decoding. Whenever the E sarvice is present, it will be delivered to the
audio decoder. Whenever the audio decoder receives an E type associated service, it will stop
reproducing any main service being received and only reproduce the E service out of the center
channd (or left and right channels if a center loudspeaker does not exits). The E service may
also be used for non-emergency applications. It may be used whenever the broadcaster wishes
to force dl decoders to quit reproducing the main audio program and reproduce a higher
priority Sngle audio channdl.

6.10 Voice-over (VO)

The VO associated service is a single channel service intended to be reproduced dong
with the main audio sarvice in the receiver. It dlows typica voice-overs to be added to an
aready encoded audio dementary stream without requiring the audio to be decoded back to
baseband and then re-encoded. It is aways a sSingle audio channdl. It has second priority (only
the E service has higher priority). It is intended to be smultaneoudy decoded and mixed into the
center channd of the main audio service. The dynamic range control sgnd in the VO sarvice is
intended to be used by the audio decoder to modify the levd of the main audio program. Thus
the level of the main audio service may be controlled by the broadcaster, and the broadcaster
may dgnd the decoder (by dtering the dynamic range control words embedded in the VO
audio dementary stream) to reduce the level of the main audio service by up to 24 dB during
the voice-over.

Some receivers may not have the capability to smultaneoudy decode and reproduce a
Voice-over service dong with a program audio service.

7. AUDIO ENCODER INTERFACES

7.1 Audio encoder input characteristics

Audio sgnds which are input to the digita tdlevison sysem may be in andog or digitd
form. Audio signds should have any DC offset removed before being encoded. If the audio
encoder does not include a DC blocking high pass filter, the audio signas should be high pass
filtered before being gpplied to the encoder. In generd, input Sgnals should be quantized to at
least 16-bit resolution. The audio compression system can convey audio signds with up to 24-
bit resolution. Physica interfaces for the audio inputs to the encoder may be defined as
voluntary industry standards by the AES, SMPTE, or other andards organizations.
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7.2 Audio encoder output characteristics

Conceptudly, the output of the audio encoder is an ementary stream which is formed
into PES packets within the trangport subsystem. It is possible that systems will be implemented
wherein the formation of audio PEs packets takes place within the audio encoder. In this case,
the output(s) of the audio encoder(s) would be pPes packets. Physical interfaces for these
outputs (elementary streams and/or PEs packets) may be defined as voluntary industry
standards by SMIPTE or other standards organi zations.
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ANNEX C

(Normeative)

SERVICE MULTIPLEX AND TRANSPORT SYSTEMS CHARACTERISTICS

1. SCOPE

This Annex describes the transport layer characteristics and normative specifications of
the Digitd Tdevison Standard.

2. NORMATIVE REFERENCES

The following documents contain provisons which in whole or in part, through reference
in this text, conditute provisons of this Standard. At the time of publication, the editions
indicated were vaid. All sandards are subject to revison and amendment, and parties to
agreements based on this Standard are encouraged to investigate the possibility of applying the
most recent editions of the documents listed below.

ATSC Standard A/52 (1995), Digital Audio Compression (AC-3).

ISO/IEC 1S 13818-1, Internationa Standard (1994), MPEG-2 Systems.
ISO/IEC IS 13818-2, International Standard (1994), MPEG-2 Video.

ISO/IEC CD 13818-4, MPEG Committee Draft (1994), MPEG-2 Compliance.

The normative reference for the Program Guide will be the standard developed from
ATSC document T3/S8-050, “Program Guide for Digitd Tdevison”.

The normative reference for System Information will be the standard developed from
ATSC document T3/S8-079, “ System Information for Digital Televison”.

3. COMPLIANCE NOTATION

As used in this document, “shall” or ‘will” denotes a mandatory provison of the
standard. “Should” denotes a provison tha is recommended but not mandatory. “May”
denotes a feature whose presence does not preclude compliance, that may or may not ke
present at the option of the implementor.

4. SYSTEM OVERVIEW

The trangport format and protocol for the Digitd Televison Standard is a compatible
subset of the MPEG-2 Systems specification defined in ISO/IEC 13818-1. It is based on a
fixed-length packet transport stream approach which has been defined and optimized for digital
televison ddivery applications.

Asilludraed in Figure 1, the transport function resides between the gpplication (e.g.,
audio or video) encoding and decoding functions and the tranamisson subsysem. The

—3%—
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encoder’s transport subsystem is responsible for formatting the coded elementary streams and
multiplexing the different components of the program for tranamisson. At the recaver, it is
responsible for recovering the dementary streams for the individua application decoders and for
the corresponding error signaing. The trangport subsystem aso incorporates other higher
protocol layer functiondity related to synchronization of the receiver.
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Figure 1. Sample organization of functionality in a
transmitter-receiver pair for a single program.

The overdl system multiplexing approach can be thought of as a combination of
multiplexing a two different layers. In the firgt layer, single program transport bit streams are
formed by multiplexing transport packets from one or more Packetized Elementary Stream
(PES) sources. In the second layer, many single program transport bit streams are combined to
form a sysem of programs. The Program Specific Informetion (psi) streams contain the
information relating to the identification of programs and the components of each program.

Not shown explicitly in Figure 1, but essentid to the practical implementation of this
Standard, is a control system that manages the transfer and processing of the dementary
streams from the application encoders. The rules followed by this control system are not a part
of this Standard but must be established as recommended practices by the users of the
Standard. The control system implementation shdl adhere to the requirements of the MPEG-2
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transport system as specified in ISO/IEC 13818-1 with the additiona congtraints specified in
this Standard. These congdraints may go beyond the congraints imposed by the application
encoders.

5. SPECIFICATION

This Section conditutes the normative specification for the transport system of the
Digitd Tdevison Standard. The syntax and semantics of the specification conform to 1ISO/IEC
13818-1 subject to the constraints and conditions specified in this Standard. This Section of the
Standard describes the coding congraints that gpply to the use of the MPEG-2 systems
specification in the digitd tdlevison system.

5.1 MPEG-2 Systems standard

The trangport system is based on the trangport stream definition of the MPEG-2
Systems standard as specified in ISO/IEC 13818-1.

5.1.1 Video T-STD

The video T-STD is specified in Section 2.4.2.3 of ISO/IEC 13818-1 and follows the
congraints for the level encoded in the video dementary stream.

5.1.2 Audio T-STD
The audio T-STD is specified in Section 3.6 of Annex A of ATSC Standard A/52.

5.2 Registration descriptor

This Standard uses the registration descriptor described in Section 2.6.8 of 1SO/IEC
13818-1 to identify the contents of programs and elementary streams to decoding equipment.

5.2.1 Program identifier

Programs which conform to this specification will be identified by the 32-bit identifier in
the section of the Program Map Table (PvT) detailed in Section 2.4.4.8 of 1SO/IEC 13818-1.
The identifier will be coded according to Section 2.6.8, and shdl have avaue of 0x4741 3934.

5.2.2 Audio elementary stream identifier

Audio dementary streams which conform to this specification will be identified by the
32-hit identifier in the section of the Program Map Table (PmT) detailed in Section 2.4.4.8 of
ISO/IEC 13818-1. The identifier will be coded according to Section 2.6.8, and shdl have a
value of 0x4143 2D33.
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5.3 The program paradigm

The program paradigm specifies the method that shal be used for dlocating the vaues
of the Packet Identifier (PID) field of the trangport packet header in a systematic manner. Within
one transport multiplex, televison programs that follow the program paradigm are assigned a
program number ranging from 1 to 255. The binary vaue of the program number is used to
form by, through by of the PID. Programs adhering to the paradigm shdl have by, equa to ‘0.
Programs not adhering to the paradigm shall haveb,, equa to ‘1.

We further define:
? base_PID = program number << 4

where program number refers to each program within one transport multiplex and corresponds
to the 16-bit program_number identified in PAT and pmT.

Thebg through b3 of the PID are assigned according to Table 1.
The paradigm to identify the trangport bit streams containing certain dements of the
programisdefined in Table 1.

Table 1 PID Assignment for the Congtituent Elementary Streams of a Program

Name PID Definition Description
PMT_PID base_PID+0x0000 | PID for the bit stream containing the program_map_table for the
program.
Video_PID base_PID+0x0001 | PID for the bit stream containing the video for the program.
PCR_PID base_PID+0x0001 | Impliesthe video bit stream also carries the PCR values for the
program
Audio_PID base_PID+0x0004 | PID for the bit stream containing the primary audio for the program.

The primary audio shall be a complete main audio service (CM) as
defined by ATSC Standard A/52 and shall contain the complete
primary audio of the program including all required voice-overs and
emergency messages.

Data_PID base_PID+0x000A | PID for the bit stream containing the data for the program.

The program_map_table must be decoded to obtain the PiDs for services not defined by
the paradigm but included within the program (such as a second data channdl). According to the
program paradigm, every 16th piD isa PMT_PID and may be assigned to a program. If a
PMT_PID isassigned to a program by the program paradigm, the next 15 pips after that PMT_PID
are reserved for elements of that program and shdl not be otherwise assigned.

5.4 Constraints on PSI

The program condtituents for dl programs, including televison programs that follow the
program paradigm and other programs or services that do not follow the program paradigm, are
described in the psi1. There are the following congraints on the psi information:

? Only one program is described in a psi transport bit stream corresponding to a
particular PMT_PID vaue. A transport bit Stream containing a program_map_table
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ghdl not be used to transmit any other kind of psi table (identified by a different
table_id).

The maximum spacing between occurrences of a program_map_table containing
televison program information shal be 400 ms.

The program numbers are associated with the corresponding PMT_PIDs in the PIDO
Program Association Table. The maximum spacing between occurrences of section
0 of the program_association_table iS100 ms.

The video dementary stream section shdl contain the Data stream dignment
descriptor described in Section 2.6.10 of ISO/IEC 13818-1. The alignment_type
field shown in Table 2-47 of 1SO/IEC 13818-1 shall be Ox02.

Adaptation headers shdl not occur in transport packets of the pmT_PiD for
purposes other than for dgnding with the discontinuity indictor that the
version_number (Section 2.4.4.5 of 1SO/IEC 13818-1) may be discontinuous.

Adaptation headers shall not occur in transport packets of the PAT_piD for purposes
other than for sgnding with the discontinuity_indicator that the version_number
(Section 2.4.4.5 of 1SO/IEC 13818-1) may be discontinuous.

5.5 PES constraints

Packetized Elementary Stream syntax and semantics shal be used to encgpsulate the
audio and video dementary stream information. The Packetized Elementary Stream syntax is
used to convey the Presentation Time-Stamp (PTs) and Decoding Time-Stamp (DTS)
information required for decoding audio and video information with synchronism. This Section
describes the coding condraints for this system layer.

Within the PEs packet header, the following restrictions apply:

?
?
?

?

PES_scrambling_control shall be coded as ‘00’.
ESCR_flag shall becoded as‘0’.

ES_rate_flag shall becoded as‘0'.
PES_CRC_flag shall becoded as‘0’.

Within the PEs packet extension, the following redtrictions apply.

?

2
?
2

PES_private_data_flag shall be coded as‘0'.
pack_header_field_flag shall be coded as‘0’.
program_packet_sequence_counter_flag shall be coded as‘0'.
P-STD_buffer_flag shall becoded as‘0'’.
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5.5.1 Video PES constraints

Each pes packet shdl begin with a video access unit, as defined in Section 2.1.1 of
ISO/IEC 13818-1, which is digned with the PEs packet header. The first byte of aPes packet
payload shal be the first byte of a video access unit. Each pes header shdl contain a pTs.
Additiondly, it shdl contain a DTS as appropriate. For terrestrial broadcast, the PEs packet
ghdl not contain more than one coded video frame, and shall be void of video picture data only
when tranamitted in conjunction with the discontinuity_indicator to Signa that the continuity_counter
may be discontinuous.

Within the PEs packet heeder, the following restrictions apply:
? ThePES_packet_length shall be coded as‘0x0000’.
? data_alignment_indicator shall be coded as‘1’.

5.5.2 Audio PES constraints

The audio decoder may be capable of smultaneoudy decoding more than one
eementary sream containing different program dements, and then combining the program
elements into a complete program. In this case, the audio decoder may sequentialy decode
audio frames (or audio blocks) from each dementary stream and do the combining (mixing
together) on a frame or (block) basis. In order to have the audio from the two eementary
sreams reproduced in exact sample synchronism, it is necessary for the origind audio
edementary sream encoders to have encoded the two audio program eements frame
synchronoudy; i.e., if audio program 1 has sample O of frame n at time t0, then audio program 2
should aso have frame n beginning with its sample O at the identical time t0. If the encoding is
done frame synchronously, then matching audio frames should have identica vaues of PTs.

If PES packets from two audio services that are to be decoded smultaneoudy contain
identical vaues of pTs then the corresponding encoded audio frames contained in the PES
packets should be presented to the audio decoder for smultaneous synchronous decoding. If
the PTs vaues do not match (indicating that the audio encoding was not frame synchronous)
then the audio frames which are closest in time may be presented to the audio decoder for
smultaneous decoding. In this case the two services may be reproduced out of sync by as much
as 1/2 of aframe time (which is often satisfactory, eg., a voice-over does not require precise
timing).

Thevaueof stream_id for AC-3 shall be 1011 1101 (private_stream_1).

5.6 Services and features
5.6.1 Program guide

5.6.1.1 Master program guide PID

At the option of broadcasters, an interactive program guide database may be
transmitted in the trangport stream. If present, the master program guide data stream shdl be

—NN—
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trangported in PID OX1FFD. This pip shdl be reserved exclusvely for the program guide. The
program guide shal be formatted according to the Structure and syntax described in the
standard developed from ATSC document T3/S8-050, “ Program Guide for Digital Televison”.
The program guide database dlows a receiver to build an on-screen grid of program
information and contains control information to facilitate navigation.

5.6.1.2 Program guide STD model

Each program guide bit stream shall adhere to an STD model that can be described by
an MPEG smoothing buffer descriptor (Section 2.6.30 in ISO/IEC 13818-1) with the following
condraints:

? sb_leak_rate shal be 250 (indicating alesk rate of 100,000 bps)
? sb_size shdl be 1024 (indicating a smoothing buffer sze of 1024 bytes)

Note that the smoothing buffer descriptor is referred to here to describe the STD model
for the program guide, and does not imply that a smoothing buffer descriptor for the program
guideisto beincluded in the pmT.

5.6.2 System information

5.6.2.1 System information PID

At the option of broadcagters, certain sysem information may be transmitted in the
transport stream. If present, the system information data stream shdl be transported in PID
Ox1FFC. This pip dhdl be reserved exclusvey for the system information. The system
information shall be formatted according to the structure and syntax described in the standard
developed from ATSC document T3/S8-079, “Sysem Information for Digitd Teevison”.
Congtraints applying to specific transmisson media are given in that sandard.

5.6.2.2 System information STD model

The system information bit stream shal adhere to an STD modd that can be described
by an MPEG smoothing buffer descriptor (Section 2.6.30 in ISO/IEC 13818-1) with the
fallowing condraints:

?  sb_leak_rate shdl be 50 (indicating aleak rate of 20,000 bps)
?  sb_size shdl be 1024 (indicating a snoothing buffer size of 1024 bytes)

Note that the smoothing buffer descriptor is referred to here to describe the STD model
for the system information, and does not imply that a smoothing buffer descriptor for the system
information isto beincluded in the PmT.

5.6.3 Specification of private data services

Private data provides a means to add new ancillary services to the basc digita
televison service specified in this standard. Private datais supported in two bit stream locations.

—
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1. Private data can be transmitted within the adaptation header of transport packets
(Sections 2.4.3.4 and 2.4.3.5 of ISO/IEC 13818-1).

2. Private data can be transmitted as a separate transport stream withitsown
PID. The contents can be identified as being ATSC private by usng the
private_data_indicator_descriptor (Section 2.6.29 of 1SO/IEC 13818-1) within the
PMT.

In either case, it is necessary that the standards which specify the characteritics of such
private_streams be congstent with the Digitd Teevison Standard. Standards for private_streams
shdl precisaly specify the semantics of the transmitted syntax as described in Sections 5.6.3.1
and 5.6.3.1.1.

5.6.3.1 Verification model

The gandard shdl be specified in terms of a veification modd by defining the
characterigtics of the tranamitted syntax and an idedlized decoder. In ISO/IEC 13818-1 and
13818-2, this is accomplished by using the T-STD and VBV modds, respectively. The
elements required for specification by this Standard are described in the following Sections.

5.6.3.1.1 Syntax and semantics

The syntax and semantics of the trangmitted bit stream that implements the ancillary
sarvice shdl be completdy and unambiguoudy specified. The decoding process shal adso be
completely and unambiguoudy specified.

5.6.3.1.2 Ancillary service target decoder (ASTD)

An idedized decoder mode must be precisdy defined for the service. Figure 2
introduces a concrete mode for pedagogic purposes. It is modeled after the T-STD.

The sdient features of the modd are the size of the transport demultiplexing buffer (TB),
the minimum transfer rate out of the trangport demultiplex buffer (Rjegk), the required System
buffering (BSgys), and optiondly the partitioning of BSsys between the smoothing portion and
the decoder portion. The decoding process, represented as the decoding times T_decode(i),
must be completely specified. The behavior of the BSgys buffer must be completely modeled
with respect to its input process and its output process. Certain parameters of the service such
as bit rate, etc., should also be specified.

5.6.3.2 Stream type and PMT descriptors

A new ancillary service shdl be described as a program or elementary stream through
documented Program Specific Information.
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Figure 2. Ancillary service target decoder.

5.6.3.2.1 Stream type

Severd identifiers that are part of the trangport section of the Digital Televison Standard
may be used to identify ether the sgna or congtituent parts thereof; however, the fundamenta
identifier is the User Private stream type. The stream_type codes shdl be unambiguoudy
assgned within the range 0x80 to OxAF. 0x81 has dready been assigned within the Digitd
Televison Standard (see Section 5.7.1).

5.6.3.2.2 PMT descriptors

The Ancillary Service specification shal include dl pertinent descriptors that are found
within the Program Map Table Specificdly, it is recommended that ether the
private_stream_identifier Or the registration_descriptor, or both, be included. Although this is not
required for a stream with a unique stream_type code within this Standard, it will enhance
interoperability in the case where the stream is stored outside this Standard, or transmitted in
some other network that has its own Set of stream_type codes.

5.7 Assignment of identifiers

In this Section, those Identifiers and codes which shdl have a fixed vaue ae
summarized. These include pes Stream IDs and Descriptors. stream_type codes from 0x80 to
OxAF shdl be reserved for assgnment as needed within the Digitd Televison Standard.
Descriptor_tag codes from 0x40 to OXAF shall be reserved for assgnment as needed within the
Digitd Televison Standard.

5.7.1 Stream type
The AC-3 audio stream_type shdl have the value 0x81.
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5.7.2 Descriptors

5.7.2.1 AC-3 audio descriptor

In the digitd tdlevison sysem the AC-3 audio descriptor shall be included in the
TS_program_map_section. The syntax is given in Table 2 of Annex A of ATSC Standard A/52.
There are the following congraints on the AC-3 audio descriptor:

? Thevdue of the descriptor_tag shal be 0x81.
?  If textlen exidts, it shdl have avadue of ‘Ox00'.

5.7.2.2 Program smoothing buffer descriptor.

The Program Map Table of each program shdl contain a smoothing buffer descriptor
pertaining to that program in accordance with Section 2.6.30 of 1SO/IEC 13818-1. During the
continuous existence of a program, the vaue of the dements of the smoothing buffer descriptor
shdl not change.

Thefidds of the smoothing buffer descriptor shal meet the following condraints:

? Thefidd sb_leak_rate shal be alowed to range up to the maximum transport rates
specified in Section 7.2

? Thefidd sb_size shdl have a vaue less than or equd to 2048. The sze of the
smoothing buffer isthus ? 2048 bytes.

5.8 Extensions to the MPEG-2 Systems specification
This Section covers extensons to the MPEG-2 Systems specification.

5.8.1 Scrambling control

The scrambling control field within the packet header dlows dl dates to exist in the
digitd televison sysem as defined in Table 2.

Table 2 Trangport Scrambling Control Field

transport_ Function
scrambling_
control
00 packet payload not scrambled
01 not scrambled, state may be used as aflag for private use defined by the service provider.
10 packet payload scrambled with “even” key
11 packet payload scrambled with “odd” key

Elementary Streams for which the transport_scrambling_control fidld does not exclusvey
have the value of ‘00’ for the duration of the program, must carry a CA_descriptor in accordance
with Section 2.6.16 of ISO/IEC 13818-1.
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The implementation of a digitd tdevison ddivery sysem tha employs conditiond
access will require the specification of additiond data streams and system congraints.

6. FEATURES OF 13818-1 NOT SUPPORTED BY THIS STANDARD

The transport definition is based on the MPEG-2 Systems standard, 1SO/IEC 13818-
1; however, it does not implement al parts of the standard. This Section describes those
elements which are omitted from this Standard.

6.1 Program streams

This Standard does not include those portions of 1SO/IEC 13818-1 and Annex A of
ATSC Standard A/52 which pertain exclusvely to Program Stream specificatiors.

6.2 Still pictures

This Standard does not include those portions of 1SO/IEC 13818-1 Transport Stream
specification which pertain to the Still Picture modd.

7. TRANSPORT ENCODER INTERFACES AND BIT RATES

7.1 Transport encoder input characteristics

The MPEG-2 Systems standard specifies the inputs to the transport system as MPEG-
2 dementary streams. It is dso possble that systems will be implemented wherein the process
of forming PES packets takes place within the video, audio or other data encoders. In such
cases, the inputs to the Transport system would be PES packets. Physica interfaces for these
inputs (elementary streams and/or PES packets) may be defined as voluntary industry standards
by SMPTE or other standardizing organizations.

7.2 Transport output characteristics

Conceptudly, the output from the transport system is a continuous MPEG-2 transport
dream as defined in this Annex at a congtant rate of T, Mbps when transmitted in an 8 VSB
system and 2T, when trangmitted in a 16 VSB system where:

218832312326847

2 x457? 19.39... Mbps

Tr?2X7 2 2
?20877313772867

26842
2—2x45

72867

is the symbol rate S in Msymbols per second for the transmisson subsystem (see Section 4.1

of Annex D). T, and S shdll be locked to each other in frequency.
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All trangport streams conforming to this Standard shall conform to the 1SO/IEC 13818-
1 modd.

Detalls of the interface for this output, including its physica characteristics, may be
defined as a voluntary industry standard by SMPTE , or other standardizing organizations.

— 47—
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ANNEX D

(Normeative)

RF/TRANSMISSION SYSTEMS CHARACTERISTICS

1. SCOPE

This Annex describes the characterigtics of the RF/Transmisson subsystem, which is
referred to as the VSB subsystem, of the Digitd Teevison Standard. The VSB subsystem
offers two modes: aterrestrial broadcast mode (8 VSB), and a high data rate mode (16 VSB).
These are described in separate sections of this document.

2. NORMATIVE REFERENCES

There are no Normative References.

3. COMPLIANCE NOTATION

As used in this document, “shall” or “will” denotes a mandatory provison of the
standard. “ Should” denotes a provison that is recommended but not mandatory. “ May”
denotes a feature whose presence does not preclude compliance, that may or may not be
present at the option of the implementor.

4. TRANSMISSION CHARACTERISTICS FOR TERRESTRIAL BROADCAST

4.1 Overview

The terrestrid broadcast mode (known as 8 VSB) will support a payload data rate of
19.28... Mbps in a 6 MHz channd. A functional block diagram of a representative 8 VSB
terredtria broadcast trangmitter is shown in Figure 1. The input to the transmisson subsystem
from the transport subsystem is a 19.39... Mbps serid data stream comprised of 188-byte
MPEG-compatible data packets (including a sync byte and 187 bytes of data which represent a
payload datarate of 19.28... Mbps).

The incoming data is randomized and then processed for forward error correction
(FEC) in the form of Reed-Solomon (RS) coding (20 RS parity bytes are added to each
packet), 1/6 data field interleaving and 2/3 rate trelis coding. The randomization and FEC
processes are not applied to the sync byte of the transport packet, which is represented in
transmission by a Data Segment Sync signa as described below. Following randomization and
forward error correction processing, the data packets are formatted into Data Frames for
transmission and Data Segment Sync and Data Field Sync are added.

Figure 2 shows how the data are organized for transmission. Each Data Frame conssts
of two Data Fields, each containing 313 Data Segments. The first Data Segment of each Data
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Feld is aunique synchronizing sgnd (Data Field Sync) and includes the training sequence used
by the equaizer in the receiver. The remaining 312 Data Segments each carry the equivaent of
the data from one 188-byte transport packet plusits associated FEC overhead. The actud data
in each Data Segment comes from severd transport packets because of data interleaving. Each
Data Segment conssts of 832 symbols. The first 4 symbols are transmitted in binary form and
provide segment synchronization. This Data Segment Sync signd aso represents the sync byte
of the 188-byte MPEG-compatible transport packet. The remaining 828 symbols of each Data
Segment carry data equivaent to the remaining 187 bytes of a transport packet and its
associated FEC overhead. These 828 symbols are transmitted as 8-level sgnds and therefore
carry three bits per symbol. Thus, 828 x 3 = 2484 hits of data are caried in each Data
Segment, which exactly matches the requirement to send a protected transport packet:

Optional

. RF
Pre-equalizer VSB Up-

|

|

|

Reed- Data :
Filter lT Modulator [} Converter

|

Data Solomon Inter- Trellis MUX Pilot
—® Randomizer[™] > ™ Encoder [ ® Insertion
Encoder leaver

———————

—_———_——_—- . —a

Segment Sync
——>

Field Sync
— 27"

Figure 1. VSB tranamitter.
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Figure 2. VSB data frame.

187 data bytes + 20 RS parity bytes = 207 bytes
207 bytes x 8 bitgbyte = 1656 bits
2/3 rate trellis coding requires 3/2 x 1656 bits = 2484 hits.

The exact symbol rate is given by equation 1 below:
(1) S (MHz)=4.5/286 x 684 = 10.76... MHz
The frequency of a Data Segment is given in equation 2 below:
(2 feor S/832=1294.. X 10° Data Segments/s,
The Data Frame rate is given by equation (3) below:
(3)  frame= /626 = 20.66 ... frames's.

The symbol rate S and the transport rate T; (see Section 7.2 of Annex C) shdl be
locked to each other in frequency.

The 8-level symbols combined with the binary Data Segment Sync and Data Field Sync
sgnas shdl be used to suppressed-carrier modulate a single carrier. Before transmission,
however, most of the lower sideband shal be removed. The resulting spectrum isflat, except for
the band edges where a nomina square root raised cosine response results in 620 kHz
trangtion regions. The nomind VSB transmisson spectrum is shown in Figure 3.

At the suppressed-carrier frequency, 310 kHz from the lower band edge, a smdl pilot
shdl be added to the sgndl.
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Figure 3. VSB channd occupancy (nominal).

4.2 Channel error protection and synchronization

4.2.1 Prioritization

All payload data shdl be carried with the same priority.

4.2.2 Datarandomizer

A data randomizer shal be used on dl input data to randomize the data payload (not
including Data Field Sync or Data Segment Sync, or RS parity bytes). The data randomizer
XORs dl the incoming data bytes with a 16-bit maximum length pseudo random binary
sequence (PRBS) which isinitidized at the beginning of the Data Fidd. The PRBS is generated
in a 16-bit shift register that has 9 feedback taps. Eight of the shift register outputs are sdected
as the fixed randomizing byte, where each bit from this byte is used to individuadly XOR the
corresponding input data bit. The data bits are XORed MSB to MSB ... LSB to LSB.

The randomizer generator polynomid is asfollows:
G(]_e):Xl6+X13+X12+Xll+x7+X6+X3+X+1

The initidization (pre-load) to F180 hex (load to 1) occurs during the Data Segment
Sync interva prior to the first Data Segment.

The randomizer generator polynomid and initidization is shown in Figure 4.
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Generator Polynominal G (1g)= X104+ X134+ X124X L4 X T+ X0+ X3+X+1
The initalization (pre load) occurs during the field sync interval

Initalization to F180 hex (Load to 1)
X16 X 15 X14 X13 X9 X8

The generator is shifted with the Byte Clock and one 8 bit Byte
of data is extracted per cycle.

Figure 4. Randomizer polynomial.

4.2.3 Reed-Solomon encoder

The RS code used in the VSB transmission subsystem shall be at =10 (207,187) code.
The RS data block size is 187 bytes, with 20 RS parity bytes added for error correction. A
total RS block size of 207 bytesis transmitted per Data Segment.

In creating bytes from the serid bit stream, the MSB shdll be the firgt serid bit. The 20
RS parity bytes shdl be sent a the end of the Data Segment. The parity generator polynomia
and the primitive fidd generator polynomid are shown in Figure 5.

4.2.4 Interleaving

The interleaver employed in the VSB transmisson system shdl be a 52 data ssgment
(intersegment) convolutiond byte interleaver. Interleaving is provided to a depth of about 1/6 of
a daa fidd (4 ms deep). Only data bytes shdl be interleaved. The interleaver shdl be
synchronized to the first data byte of the data field. Intrasegment interleaving is dso performed
for the benefit of the trdllis coding process.

The convolutiond interleaver is shown in Figure 6.
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Figure 5. Reed-Solomon (207,187) t=10 parity generator polynomial.
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Figure 6. Convolutional interleaver (byte shift register illustration).

4.2.5 Trellis coding

The 8 VB trangmisson sub-system shal employ a 2/3 rate (R=2/3) trdllis code (with
one unencoded bit which is precoded). That is, one input bit is encoded into two output bits
using al/2 rate convolutiona code while the other input bit is precoded. The sgnaing waveform
used with the trdlis code is an 8levd (3 bit) one-dimensond congelation. The transmitted
sgnd isreferred to as 8 VSB. A 4-date trellis encoder shal be used.

Trelis code intrassgment interleaving shal be used. This uses twelve identica trdlis
encoders and precoders operating on interleaved data symbols. The code interleaving is

53—
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accomplished by encoding symbols (0, 12, 24, 36 ...) as one group, symbols (1, 13, 25, 37, ...)
as a second group, symbols (2, 14, 26, 38, ...) as a third group, and so on for a total of 12
groups.

In creeting serid bits from pardlel bytes, the MSB shall be sent out first: (7, 6, 5, 4, 3,
2,1,0). The MSB is precoded (7, 5, 3, 1) and the LSB is feedback convolutional encoded (6,
4, 2, 0). Standard 4-gtate optimal Ungerboeck codes shall be used for the encoding. The trellis
code utilizes the 4-state feedback encoder shown in Figure 7. Also shown is the precoder and
the symbol mapper. The trellis code and precoder intrasegment interleaver is shown in Figure 8
which feeds the mapper shown in Figure 7. Referring to Figure 8, data bytes are fed from the
byte interleaver to the trellis coder and precoder, and they are processed as whole bytes by
each of the twelve encoders. Each byte produces four symbols from a single encoder.

Interference Filter
Pre-coder Trellis Encoder 8-Level Symbol Mapper

Y, z, MAP

—{»® ,
> 2,2,2,
000
001

R
7

5

010 3

z, 011 -1
p 100 +1
+3

+5

+7

Z, 101

ﬂe p 110

111

(D =12 Symbols Delay)

Figure 7. 8 VSB trellisencoder, precoder, and symbol mapper.

The output multiplexer shown in Figure 8 shdl advance by four symbols on each
segment boundary. However, the state of the trellis encoder shall not be advanced. The data
coming out of the multiplexer shdl follow normal ordering from encoder O through 11 for the
first segment of the frame, but on the second segment the order changes and symbols are read
from encoders 4 through 11, and then O through 3. The third segment reads from encoder 8
through 11 and then O through 7. This three-segment pattern shdl repeat through the 312 Data
Segments of the frame. Table 1 shows the interleaving sequence for the firgt three Data
Segments of the frame.

After the Data Segment Sync is inserted, the ordering of the data symbols is such that
symbols from each encoder occur at a pacing of twelve symbols.
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Trellis
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Pre-Coder
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Encoder & and
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Trellis /
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Trellis
Encoder &
Pre-Coder
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Figure 8. Trelliscodeinterleaver.
Table 1 Interleaving Sequence
Segment Block O Block 1 Block 68
0 DO D1 D2 .. D11 DO D1 D2 .. b1l .. | DO D1 D2 .. D11
1 D4 D5 D6 .. D3 D4 D5 D6 .. D3 .. | D4 D5 D6 .. D3
2 D8 D9 D10.. D7 D8 D9 D10 .. D7 .. | b8 D9 D10 .. D7

A complete converson of pardld bytesto serid bits needs 828 bytes to produce 6624
bits. Data symbols are created from 2 bits sent in MSB order, so a complete converson
operation yields 3312 data symbols, which corresponds to 4 segments of 828 data symbols.
3312 data symbols divided by 12 trellis encoders gives 276 symbols per trellis encoder. 276
symbols divided by 4 symbols per byte gives 69 bytes per trellis encoder.

The converson starts with the first segment of the field and proceeds with groups of 4
segments until the end of the fied. 312 segments per fied divided by 4 gives 78 converson
operations per field.

During segment sync the input to 4 encoders is skipped and the encoders cycle with no
input. The input is held until the next multiplex cycle and then fed to the correct encoder.

Table 2 details the byte to symbol converson and the associated multiplexing of the
trellis encoders. Segment 0 is the firsg segment of the fidd. The pattern repeets every 12
segments; segments 5 through 11 are not shown.
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Table 2 Byteto Symbol Conversion, Multiplexing of TrellisEncoders
Segment O Segment 1 Segment 2 Segment 3 Segment 4
Symbol |Trellis| Byte |Bits|Trellis| Byte |Bits|Trellis| Byte |Bits|Trellis| Byte |Bits |Trellis| Byte |Bits
0 0 0 |76 4 208 | 54 8 (41232 0 616 | 1,0 4 |1828|76
1 1 1176 5 209 [ 54 9 413132 1 617 ( 1,0 5 189 (76
2 2 2 |76 6 210 54| 10 | 414|132 2 618 | 1,0 6 (83076
3 3 31|76 7 211|154 11 | 415|132 3 619 | 1,0
4 4 4 |76 8 212 |54 0 [416(32 4 620 | 1,0
5 5 5176 9 213 (54 1 4171 32 5 621 (1,0
6 6 6 |76] 10 | 214 |54 2 418 [ 32 6 622 | 1,0
7 7 7 |76] 11 |215|54 3 [419(32 7 623 | 1,0
8 8 8 |76 0 204 | 54 4 (408(32 8 612 | 1,0
9 9 9 |76 1 205 54 5 140932 9 613 (1,0
10 10 | 10 |76 2 206 | 54 6 |(410|32] 10 |614|10
11 11 | 11 |76 3 207 | 54 7 411(32] 11 (61510
12 0 0 |54 4 208 | 32 8 (41210 0 624 | 7,6
13 1 1 |54 5 209 [ 3,2 9 413110 1 625 (7,6
19 7 7 |54] 11 |215(32 3 [419(10 7 631 |76
20 8 8 |54 0 204|132 4 (408(10 8 632 |76
21 9 9 |54 1 205 [ 3,2 5 140910 9 633 (7,6
2 10 | 10 (54 2 206 | 32 6 [(410|10]| 10 (63476
23 11 | 11 (54 3 207 | 32 7 411(10| 11 (63576
24 0 0 |32 4 208 11,0 8 (42076 0 624 | 54
25 1 1132 5 209 (1,0 9 21176 1 625 (54
31 7 7 132] 11 |215|10 3 (42776
32 8 8 |32 0 204110 4 (42876
3 9 9 |32 1 20510 5 42976
A 10 | 10 |32 2 206110 6 |430|76
35 11 | 11 (32 3 207 11,0 7 431 (7,6
36 0 0 |10 4 216 | 7,6 8 [420(54
37 1 1110 5 217 (7,6 9 421154
47 11 | 11 {10 3 27|76
48 0 12 |76 4 216 | 54
49 1 13 (7,6 5 217 | 54
95 1 | 23 {10
9% 0 24 |76
97 1 2 |76
767 11 | 191 (10
768 0 [192(76
769 1 (19376
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Segment O Segment 1 Segment 2 Segment 3 Segment 4
Symbol |Trellis| Byte |Bits|Trellis| Byte |Bits|Trellis| Byte |Bits|Trellis| Byte |Bits |Trellis| Byte |Bits

815 11 |203 (10| 3 |419|76]| 7 |[623|54] 11 |827|32
816 0O |204(76] 4 |408|54] 8 ([612|32] O |816(10
817 1 (205|176 5 [409(54] 9 |613|32] 1 (81710

827 11 (21576 3 |419(54| 7 |623(32]| 11 |827(10

4.2.6 Data segment sync

The encoded trellis data shdl be passed through a multiplexer that inserts the various
synchronization sgnds (Data Segment Sync and Data Field Sync).

A two-level (binary) 4symbol Data Segment Sync shal be inserted into the 8levd
digita data stream at the beginning of each Data Segment. (The MPEG sync byte shdl be
replaced by Data Segment Sync.) The Data Segment Sync embedded in random data is
illusrated in Figure 9.

A complete segment shdl consst of 832 symbols 4 symbaols for Data Segment Sync,
and 828 data plus parity symbols. The Data Segment Sync is binary (2-level). The same sync
pattern occurs regularly at 77.3 ?sintervas, and is the only sgnd repeeting a this rate. Unlike
the data, the four symbols for Data Segment Sync are not Reed-Solomon or trellis encoded,
nor are they interleaved. The Data Segment Sync pattern shdl be a 1001 pattern, as shown in
Figure 9.

Data Data
Segment Data + FEC Segment
+7 SYNC ;o SYNC
+5 X ~ / /
+3 v/ // L
+1 —
0 JANA
3 // -
5 / / L
7 /
/ /
Levels Before 4 828 Symbols 4
Pilot Addition | Symbols 207 Bytes Symbols
(Pilot=1.25)
Data Segment
832 Symbols
208 Bytes

Figure9. 8 VSB data segment.

4.2.7 Data field sync

The data are not only divided into Data Segments, but dso into Data Fields, each
congging of 313 segments. Each Data Fidd (24.2 ms) shal start with one complete Data
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Segment of Data Field Sync, as shown in Figure 10. Each symbol represents one bit of data (2-
leve). The 832 symboalsin this ssgment are defined below. Refer to Figure 10.

Precode*
|< 832 Symbols ‘ >{
+7
+5
+3 —
+1 —
1 PN511 PN63 | PN63 | PN63|VSB| Reserved
3 Mode
-5
-7 Sync L |
12
*{Sym-*
bols
Levels Before 4 511 63 | 63 | 63 | 24 104
Pilot Addition | Symbols Symbols Sym-| Sym- | Sym- |Sym-|  Symbols
(Pilot=1.25) bols | bols | bols |bols
* For trellis coded terrestrial 8 VSB the last 12 symbols of the previous segment
are duplicated in the last 12 reserved symbols of the field sync.
Figure 10. VSB data field sync.
4.2.7.1 Sync
This corresponds to Data Segment Sync and is defined as 1001.
4.2.7.2 PN511

This pseudo-random sequence is defined as X° + X’ + X® + X* + X* + X + Lwith a
pre-load value of 010000000. The sequenceis.

0000 0001 0111 1111 1100 1010 1010 1110 0110 0110 1000 1000 1001 1110 0OO1 1101
0111 1101 0011 0101 0O11 1011 0O11 1010 0100 0101 1000 1111 0010 0001 0100 0111
1100 1111 0101 0001 0100 1100 0011 0001 0000 0100 0011 1111 0000 0101 0100 0000
1100 1111 1110 1110 1010 1001 0110 0110 OO11 0111 0111 1011 0100 1010 0100 1110
0111 0001 0111 0100 0011 0100 1111 1011 0OO1 0101 1011 1100 1101 1010 1110 1101
1001 0110 1101 1100 1001 0010 1110 0011 1001 0111 1010 0011 0101 1000 0100 1101
1111 0001 0010 1011 1100 0110 0101 0OOO 1000 1100 0001 1110 1111 1101 0110 1010
1100 1001 1001 0001 1101 1100 0010 1101 OOOO 0110 1100 OOOO 1001 OOOO 0001 110

4.2.7.3 PN63

This pseudo-random sequence is repested three times. It is defined as X° + X + 1 with
a pre-load vaue of 100111. The middlie PN63 isinverted on every other Data Field Sync. The
sequenceis.

1110 0100 1011 0111 0110 0110 1010 1111 1100 0001 0OOO 1100 0101 0OO11 1101 OOO
The generators for the PN63 and PN511 sequences are shown in Figure 11.
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Output

511 PN Sequence,
XO+XT+X64X4+X3+X+1
Preload 010000000

Figure 11. Field sync PN sequence gener ators.

4.2.7.4 VSB mode

These 24 hits determine the VSB mode for the datain the frame. The first two bytes are
reserved. The suggested fill pattern is 0000 1111 0000 1111. The next byte is defined as.

PABCPABC
where P is the even parity bit, the MSB of the byte, and A,B, C are the actud mode hits.

PABC

0000 Resaved
1001 Resarved
1010 Resrved
0011 Resaved
1100 16VSB
0101 8VSB*
0110 Resaved
1111 Resarved

* In the 8 VSB mode, the preceding bits are defined as:
O0O0O0OPABCPABC1111

4.2.7.5 Reserved

The last 104 hits shdl be reserved space. It is suggested that this be filled with a
continuation of the PN63 sequence. In the 8 VSB mode, 92 bits are reserved followed by the
12 symbol definition below.
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4.2.7.6 Precode

In the 8 VSB mode, the last 12 symbols of the segment shdl correspond to the last 12
symbols of the previous segment.

All sequences are pre-loaded before the beginning of the Data Field Sync.

Like the Data Segment Sync, the Data Fiedd Sync is not Reed-Solomon or trelis
encoded, nor isit interleaved.

4.3 Modulation

4.3.1 Bit-to-symbol mapping

Figure 7 shows the mapping of the outputs of the trellis decoder to the nomind signd
levels of (-7, -5, -3, -1, 1, 3, 5, 7). As shown in Figure 9, the nomind levels of Data Segment
Sync and Data Field Sync are -5 and +5. The value of 1.25 is added to al these nomind levels
after the bit-to-symbol mapping function for the purpose of cresting asmdl pilot carrier.

4.3.2 Pilot addition

A amdl in-phase pilot shdl be added to the data signd. The frequency of the pilot shal
be the same as the suppressed-carrier frequency as shown in Figure 3. This may be generated
in the following manner. A samdl (digitd) DC leve (1.25) shal be added to every symbol (data
and sync) of the digital baseband data plus sync signd (+l, +3, +5,+7). The power of the pilot
shdl be 11.3 dB below the average data signal power.

4.3.3 8 VSB modulation method

The VSB modulator receives the 10.76 Msymbolg's, 8-levd trelis encoded composte
data sgnd (pilot and sync added). The ATV system performance is based on a linear phase
rased cosine Nyquist filter response in the concatenated transmitter and receiver, as shown in
Figure 12. The system filter response is essentidly flat across the entire band, except for the
trangtion regions at each end of the band. Nomindly, the rall-off in the tranamitter shal have
the response of a linear phase root raised cosinefilter.

5. TRANSMISSION CHARACTERISTICS FOR HIGH DATA RATE MODE

5.1 Overview

The high data rate mode trades off transmission robustness (28.3 dB signd-to-noise
threshold) for payload data rate (38.57 Mbps). Most parts of the high data rate mode VSB
system are identica or smilar to the terrestrid system. A pilot, Data Segment Sync, and Data
Feld Sync are dl used to provide robust operation. The pilot in the high data rate mode dso is
11.3 dB below the data signa power. The symbol, segment, and field Signds and rates are all
the same, dlowing ether receiver to lock up on the other’s transmitted signal. Also, the data
frame definitions are identicd. The primary difference is the number of tranamitted levels (8

— 60—
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versus 16) and the use of trellis coding and NTSC interference rgection filtering in the terrestrid
sysem.

R =.1152
_______ 1.0
1/ | I\l
_L___ AN 5
(I [
| l
| | 0
dld d = .31 MHz dld |
«——————— 538MHz ——— >
6 MHz >

Figure 12. Nominal VSB system channel response
(linear phaseraised cosine Nyquigt filter).

The RF spectrum of the high data rate modem transmitter looks identica to the
terrestrid system, as illugtrated in Figure 3. Figure 13 illustrates a typical data segment, where
the number of data levels is seen to be 16 due to the doubled data rate. Each portion of 828
data symbols represents 187 data bytes and 20 Reed- Solomon bytes followed by a second
group of 187 data bytes and 20 Reed- Solomon bytes (before convolutiond interleaving).

Data Data
Segment Data + FEC Segment

+15 SYNC SYNC

+11

: | /
_fi /
15 /

828
Levels Before 4 4

Pilot Addition Symbols Symbols Symbols
(Pilot=2.5)

Data Segment

832 Symbols

Figure 13. 16 VSB data segment.

Figure 14 shows the block diagram of the transmitter. It is identicd to the terrestrid
VSB system except the trellis coding shal be replaced with a mapper which converts data to
multi-level symbols. See Figure 15.
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Reed- Data - RF
Data Pilot VSB
P Randomizer | ™ Solomon | p Inter- == Mapper [~ yux [~ jnsertion | ™| Modulator [ up- >
Encoder leaver Converter
Segment Sync
4>
Field Sync
Figure 14. 16 VSB transmitter.
Xa Xy Xoo Xy (6]
Byte to 1 1 1 1 +15
Symbol 1 1 1 o0 | +13
Conversion 1 1 0 1 +11
7| X, e x, | 1 1 0 0| +9
2 — 1 0 1 1 +7
—
g ;22’1 |, 7 Lst Nibble X, 1 0 1 O +5
1 —
> 4 Xy = 1 0 0 1 +3 -
From -f----1---014 F-- X 1 0 0 0 +1
Byte 3 Xa2 —> ’ _Cy) 0 1 1 1 -1 To
interleaver | 2| Xoo = A0nq Nibble o 0 1 1 0 3| MUX
L) Xep | = —4» 0 1 0 1 -5
01 Xef = 0O 1 0 0 7
0 0 1 1 -9
0 0 1 0 -11
0 0 0 1 -13
0 0 0 0 -15

Figure 15. 16 VSB mapper.

5.2 Channel error protection and synchronization

5.2.1 Prioritization

See Section 4.2.1.

5.2.2 Datarandomizer

See Section 4.2.2.

5.2.3 Reed-Solomon encoder

See Section 4.2.3.
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5.2.4 Interleaving

The interleaver shdl be a 26 data segment inter-segment convolutiona byte interleaver.
Interleaving is provided to a depth of about 1/12 of a data fidd (2 ms deep). Only data bytes
shdl beinterleaved.

5.2.5 Data segment sync

See Section 4.2.6.

5.2.6 Data field sync
See Section 4.2.7.

5.3 Modulation

5.3.1 Bit-to-symbol mapping

Figure 15 shows the mapping of the outputs of the interleaver to the nomind sgnd
levels ¢15, -13, -11, .., 11, 13, 15). As shown in Figure 13, the nomind levels of Data
Segment Sync and Data Field Sync are -9 and +9. The vdue of 2.5 is added to dl these
nomind leves after the bit-to-symbol mapping for the purpose of creating asmadl pilot carrier.

5.3.2 Pilot addition

A amdl in-phase pilot shdl be added to the data signd. The frequency of the pilot shal
be the same as the suppressed-carrier frequency as shown in Figure 3. This may be generated
in the following manner. A smal (digitd) DC leve (2.5) shdl be added to every symbol (data
and sync) of the digital baseband data plus sync sgnd (+l, +3, +5, +7, +9, +11, +13, +15).
The power of the pilot shall be 11.3 dB below the average data signal power.

5.3.3 16 VSB modulation method

The modulation method shal be identical to that in Section 4, except the number of
tranamitted levels shal be 16 instead of 8.
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ANNEX E

(Informative)

RECEIVER CHARACTERISTICS

1. SCOPE

This informative Annex provides materid to hep readers understand and implement the
normétive portions of the Digital Televison Standard. The normative clauses of the Standard do
not specify the design of a recaelver. Insead, they specify the transmitted bit stream and RF
sgnd with athoroughness sufficient to permit the design of areceiver.

Although the normative portions of the Standard are written in the traditiond way — by
gpecifying the sgna format, not the receiver — the ATSC believes that the introductory phase
of thisnew Standard can be made more orderly by listing some recelver desgn condderations
in this informative Annex. Service providers need assurance that their programs will be correctly
processed in dl recaivers, and recelver manufacturers need assurance that ther receivers will
function properly with al broadcasts.

This Annex dso contains references to exiging (both voluntary and mandatory)
standards for televison receivers and notes work in progress on voluntary industry standards
being developed at thistime.

2. REFERENCES TO EXISTING OR EMERGING STANDARDS
47 CFR Part 15, FCC Rules.
EIA 1S-132, EIA Interim Sandard for Channélization of Cable Television.

EIA 1S-23, EIA Interim Standard for RF Interface Specification for Television Receiving
Devices and Cable Television Systems

EIA 1S-105, EIA Interim Sandard for a Decoder Interface Specification for Television
Receiving Devices and Cable Television Decoders.

3. COMPLIANCE NOTATION

Compliance with mandatory or voluntary standards and recommended practices for
digitd tdlevison receivers can be inferred only from previous experience with NTSC. Actud
standards for digitd televison recelvers have not been developed at this time. As used in this
document “appropriate” means that the exigting rules for NTSC which are referenced contain
most dements of future rules for digitd teevison. Furthermore, the rules may be expanded to
cover digitd tdevison.
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4. STATUS OF RECEIVER STANDARDIZATION ACTIVITIES

4.1 Tuner performance

The FCC Rules under 47 CFR Part 15 which are applicable to conventiond television
recelvers are expected to be appropriate for digita televison receivers.

4.1.1 Noise figure

The 10 dB noise figure used as a planning factor has been reviewed considering the
needs of digitd televison reception and has been found appropriate.

4.1.2 Channelization plan for broadcast and cable

The cable channelization plan specified in the FCC Rules under 47 CFR Part 15 which
are applicable to conventiona televison receivers are expected to be appropriate for digita
televison receivers. Broadcast channelization is specified in the FCC Rules under 47 CFR Part
73.

4.1.3 Direct pickup

The FCC Rules under 47 CFR Part 15 which are gpplicable to conventiond tdevison
receivers may be appropriate for digitd teevison receivers, aswell. Performance characteristics
for reception of digitd signds, whether slandard or high definition, have not been developed by
the indudtry. It is expected that direct pickup of a given leve will have less effect on digita
sgnasthan on NTSC.

4.2 Transport

Sgnificant work for identification of multiple programs within a angle digital televison
channd has not taken place in the indudtry. It is recommended that a digita televison receiver
provide appropriate features to assst users in the sdection of the desired video program
sarvice, if multiple video programs within one channd are offered.

4.3 Decoder interface

The FCC Rules which are to be adopted for a decoder interface on NTSC receiver
advertised as “cable-ready” or “cable-compatible” are expected to be appropriate for digitd
tdevison receivers. Much work has been done on this interface standard (IS-105) by the Joint
Engineering Committee of EIA and NCTA. Although that interface standard is not intended to
apply to digitd televison recavers, it will amos certainly provide a basis for a decoder
interface standard applicable to them

4.4 Digital data interface

Work on a digital data interface is being performed by the EIA’s R-4.1 subcommittee
on ATV Recaver Interfaces. R-4.1 intends to define a baseband serid digitd interface so that

— 65—
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devices may exchange packetized data, for example, when a digitd VCR is connected to a
digitd tdlevison receiver.

It is recommended that manufacturers of digitd teevison receivers wishing to incdlude a
digitd datainterface give consderation to the interface developed by R4.1.

45 Conditional access interface

The Naiond Renewable Security Sysem (NRSS) Subcommittee of the Joint
Enginearing Committee of EIA and NCTA has the responsbility to develop a andard for a
plug-in security module. The NRSS standard may be applied in ether a Sandard definition or
high definition environment.

It is recommended that manufacturers of digita televison receivers wishing to include a
conditiond access interface give consideration to the NRSS standard devel oped by the JEC.

4.6 Closed captioning

Closed captioning for televison is covered by the FCC Rules under 47 CFR Part 15
which are presently applied to conventiond televison receivers. These rules are expected to be
appropriate for digita televison receivers.

Work on defining the technicd stlandard for closed captioning for the digitd televison
system is being performed by the EIA’s R-4.3 subcommittee.

5. RECEIVER FUNCTIONALITY

5.1 Video

It is recommended that a digitd televison receiver be capable of appropriately decoding
and displaying the video scanning formats defined in the Digitd Tedevison Standard and
described in Table 3 “Compresson Format Congraints’ in Annex A of this Standard.

5.2 Audio

It is recommended that a digita televison receiver be capable of sdecting and decoding
any audio service described in Section 6 of Annex B of this Standard, subject to the bit rate
congtraints in Section 5.3 of Annex B of this Standard.

It is recommended that a digitd televison receiver be capable of normdizing audio
levels based on the vadue of the syntactical dement dialinorm which is contained in the audio
elementary stream.

It is recommended that a digitd televison recaiver be capable of dtering reproduced
audio levels based on the value of the syntactica eement dynrng which is contained in the audio
elementary dream.
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It is recommended that a digita television receiver provide appropriate festuresto assst
usersin the selection of program related audio services.



